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#### Abstract

We consider a chance constrained problem, where one seeks to minimize a convex objective over solutions satisfying, with a given (close to one) probability, a system of randomly perturbed convex constraints. Our goal is to build a computationally tractable approximation of this (typically intractable) problem, i.e., an explicitly given convex optimization program with the feasible set contained in the one of the chance constrained problem. We construct a general class of such convex conservative approximations of the corresponding chance constrained problem. Moreover, under the assumptions that the constraints are affine in the perturbations and the entries in the perturbation vector are independent of each other random variables, we build a large deviations type approximation, referred to as 'Bernstein approximation', of the chance constrained problem. This approximation is convex, and thus efficiently solvable. We propose a simulation-based scheme for bounding the optimal value in the chance constrained problem and report numerical experiments aimed at comparing the Bernstein and well-known scenario approximation approaches. Finally, we extend our construction to the case of ambiguously chance constrained problems, where the random perturbations are independent with the collection of distributions known to belong to a given convex compact set rather than to be known exactly, while the chance constraint should be satisfied for every distribution given by this set.


Key words: stochastic programming, chance constraints, convex programming, Monte Carlo sampling, scenario generation, large deviations bounds, ambiguous chance constrained programming.

[^0]
## 1 Introduction

Let us consider the following optimization problem

$$
\begin{equation*}
\operatorname{Min}_{x \in X} f(x) \text { subject to } \operatorname{Prob}\{F(x, \xi) \leq 0\} \geq 1-\alpha \tag{1.1}
\end{equation*}
$$

Here $\xi$ is a random vector with probability distribution $P$ supported on a set $\Xi \subset \mathbb{R}^{d}, X \subset \mathbb{R}^{n}$ is a nonempty convex set, $\alpha \in(0,1), f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a real valued convex function, $F=\left(f_{1}, \ldots, f_{m}\right)$ : $\mathbb{R}^{n} \times \Xi \rightarrow \mathbb{R}^{m}$, and $\operatorname{Prob}(A)$ denotes probability of an event $A$. Probability constraints of the form appearing in (1.1) arise naturally in various applications and are called chance (or probabilistic) constraints. Such constraints can be viewed as a compromise with the requirement of enforcing the constraints $F(x, \xi) \leq 0$ for all values $\xi \in \Xi$ of the uncertain data vector, which could be too costly or even impossible. Chance constrained optimization problems were introduced in Charnes et al [7], Miller and Wagner [14] and Prékopa [18].

There are two basic problems with the above formulation (1.1). The first is a modeling problem. That is, in order to evaluate, for a given $x \in X$, probability of the event " $F(x, \xi) \leq 0$ " we need to know the probability distribution of random vector $\xi$. (In the sequel we denote by $\xi$ random data vector as well as its realization; which one of these two meanings will be used in a particular situation will be clear form the context.) In practical applications the involved probability distributions are never known exactly and could be estimated, may be from historical data, at best. This raises the question of how such ambiguity with respect to a chosen probability distribution affects robustness of an optimal solution of the corresponding chance constrained problem. Also the choice of the significance level (reliability parameter, or risk) $\alpha$ often is quite arbitrary, i.e., why we prefer to take $\alpha=5 \%$ over say $\alpha=2 \%$, or even more dramatically of $\alpha=10^{-4}$ over $\alpha=10^{-6}$ ? In the absence of knowledge of the underlying probability distribution, an exact specification of $\alpha$ becomes questionable especially for very small values of $\alpha$ when a high reliability is required.

The second problem is numerical. Although some approaches to solving (1.1) were suggested in the literature, they typically are applicable either in rather specific situations or when the number of involved variables is relatively small (cf., [19]). An explanation of this is that generically, with minor exceptions, chance constrained problems are "severely computationally intractable". The reason is twofold: first, typically $\xi$ is multi-dimensional, and in this case it is usually difficult even to check whether or not a given chance constraint is satisfied at a given point $x$, there are no ways to compute efficiently the corresponding probabilities to high accuracy (the latter should be of order of $\alpha$, and $\alpha$ can be really small). Typically, the only way to estimate the probability for a chance constraint to be violated at a given point is to use Monte-Carlo simulation, and this becomes too costly when $\alpha$ is small. The second, and more severe difficulty with chance constraints "as they are", is that even with nice, say affine in $x$ and in $\xi$, functions $F(x, \xi)$ the feasible set of a chance constraint usually is nonconvex, which makes optimization under this constraint highly problematic. It should be stressed that both outlined difficulties are "rules rather than exceptions". The only known to us generic case when these difficulties do not arise is the chance constrained version of a single linear inequality with normally distributed random coefficients and $\alpha \leq 1 / 2$.

Since chance constrained problems "as they are" are computationally intractable, a natural way to process such problems is to look for their tractable approximations, i.e., for efficiently verifiable sufficient conditions for the validity of the chance constraint in (1.1). In addition to being sufficient, these conditions should define a convex and "computationally tractable" set in the $x$-space, e.g.,
should be represented by a system of convex inequalities $G(x, u) \leq 0$ in $x$ and, perhaps, in additional variables $u \in \mathbb{R}^{s}$. Whenever this is the case, the problem

$$
\begin{equation*}
\min _{x \in X, u} f(x) \text { subject to } G(x, u) \leq 0 \tag{1.2}
\end{equation*}
$$

is a Convex Programming program. As such it is efficiently solvable, provided that $G(x, u)$ is efficiently computable, and provides a "safe approximation" of the chance constrained problem of interest - the $x$-component of a feasible solution to (1.2) is feasible for (1.1).

A general way to build computationally tractable approximations of chance constrained problems is offered by the scenario approach based on Monte Carlo sampling techniques. That is, one generates a sample $\xi^{1}, \ldots, \xi^{N}$ of $N$ (independent) realizations of the random vector $\xi$ and approximates (1.1) with the problem

$$
\begin{equation*}
\min _{x \in X} f(x) \text { subject to } F\left(x, \xi^{\nu}\right) \leq 0, \nu=1, \ldots, N \tag{N}
\end{equation*}
$$

The main advantage of this approach is its generality, it imposes no restrictions on the distribution of $\xi$ and on how the data enter the constraints. In order to build $\left(P^{N}\right)$ there is no need even to know what is the distribution of $\xi$, all we need is to be able to sample from this distribution. Last, but not least, is the "tractability status" of the approximation. The approximation $\left(P^{N}\right)$ is efficiently solvable, provided that the function $F(x, \xi)$ is componentwise convex in $x$ and is efficiently computable, and the sample size $N$ is not too large. We do not know exactly to whom the scenario approach to handling uncertain constraints should be attributed. To the best of our knowledge, it originates from [15], where, however, it was presented as an ad hoc remedy to struggle with data uncertainty in optimization, with no analysis and no links to chance constraints.

An important theoretical question related to the scenario approximation is the following. The approximation itself is random, and its solution may not satisfy the chance constraints. The question is, how large should be the sample size $N$ in order to ensure, with probability at least $1-\delta$, that the optimal solution to $\left(P^{N}\right)$ is feasible for the problem of interest (1.1). To some extend this question was resolved in recent papers of Calafiore and Campi [5, 6] and de Farias and Van Roy [9]. Their results were then extended in [11] to a more complicated case of ambiguous chance constraints (that is, the case when the "true" distribution of $\xi$ is assumed to belong to a given family of distributions rather than to be known exactly, while the samples are drawn from a specified reference distribution). The answer to the outlined question, as given in [6], is, that if $F(x, \xi)$ is componentwise convex in $x$, then, under mild additional conditions, with the sample size $N$ satisfying

$$
\begin{equation*}
N \geq N^{*}:=\text { Ceil }\left[\frac{2 n}{\alpha} \log \left(\frac{12}{\alpha}\right)+\frac{2}{\alpha} \log \left(\frac{2}{\delta}\right)+2 n\right] \tag{1.3}
\end{equation*}
$$

the optimal solution to $\left(P^{N}\right)$ is, with probability at least $1-\delta$, feasible for the chance constrained problem (1.1). A remarkable feature of this result is that it, similarly to the scenario approximation itself, is completely distribution-free.

Aside from the conservativeness (which is a common drawback of all approximations), an intrinsic drawback of the scenario approximation based on (1.3) is that, as it is easily seen, the sample size $N$ should be at least inverse proportional to the risk $\alpha$ and thus could be impractically large when the risk is small. Moreover, the sample size as given by (1.3) (and by all other known results of this type) grows linearly with $n$, which makes it difficult to apply the approach already to medium-size
problems (with $\alpha=0.01$ and $n=200, \delta=0.01$, the estimate (1.3) results in $N^{*}=285,063$ ). Note that for a properly modified scenario approximation, "bad" dependence of $N$ on $\alpha$ given by (1.3) can be replaced with

$$
\begin{equation*}
N=O(1)\left[\log (1 / \delta)+d m^{2} \log (d \log (1 / \alpha))\right] \tag{1.4}
\end{equation*}
$$

provided that $F(x, \xi)$ is affine in $\xi$ and $\xi$ has a "nice" distribution, e.g., uniform in a box or normal [17].

An alternative to the scenario approximation is an approximation based on "analytical" upper bounding of the probability for the randomly perturbed constraint $F(x, \xi) \leq 0$ to be violated. The simplest approximation scheme of this type was proposed in [2] for the case of a single affine in $\xi$ inequality

$$
\begin{equation*}
f_{0}(x)+\sum_{j} \xi_{j} f_{j}(x) \leq 0 \tag{1.5}
\end{equation*}
$$

Assuming that $\xi_{j}$ are independent of each other random variables with zero means varying in segments $\left[-\sigma_{i}, \sigma_{i}\right]$, it is easy to see that if $x$ satisfies the constraint

$$
\begin{equation*}
f_{0}(x)+\Omega\left(\sum_{j=1}^{d} \sigma_{j}^{2} f_{j}^{2}(x)\right)^{1 / 2} \leq 0 \tag{1.6}
\end{equation*}
$$

where $\Omega>0$ is a "safety" parameter, then $x$ violates the randomly perturbed constraint (1.5) with probability at most $\exp \left\{-\kappa \Omega^{2}\right\}$, where $\kappa>0$ is an absolute constant (as we shall see in Section 6 , one can take $\kappa=1 / 2)$. It follows that if all components $f_{i}(x, \xi)$ are of the form

$$
\begin{equation*}
f_{i}(x, \xi)=f_{i 0}(x)+\sum_{j=1}^{d} \xi_{j} f_{i j}(x) \tag{1.7}
\end{equation*}
$$

then the optimization program

$$
\begin{equation*}
\operatorname{Min}_{x \in X} f(x) \text { subject to } f_{i 0}(x)+\Omega\left(\sum_{j=1}^{d} \sigma_{j}^{2} f_{i j}^{2}(x)\right)^{1 / 2} \leq 0, i=1, \ldots, m \tag{1.8}
\end{equation*}
$$

with $\Omega:=\sqrt{2 \log \left(m \alpha^{-1}\right)}$, is an approximation of the chance constrained problem (1.1). This approximation is convex, provided that all $f_{i j}(x)$ are convex and every one of the functions $f_{i j}(x)$ with $j \geq 1$ is either affine, or nonnegative. Another, slightly more convenient computationally, analytical approximation of randomly perturbed constraint (1.5) was proposed in [4]. Analytical approximations of more complicated chance constraints, notably a randomly perturbed conic quadratic inequality, are presented in [16]. An advantage of the "analytical" approach as compared to the scenario one is that the resulting approximations are deterministic convex problems with sizes independent of the required value of risk (reliability) $\alpha$, so that these approximations remain practical also in the case of very small values of $\alpha$. On the negative side, building an analytical approximation requires structural assumptions on $F(x, \xi)$ and on the stochastic nature of $\xi$ (in all known constructions of this type, $\xi_{j}$ should be independent of each other and possess "nice" distributions).

In this paper, we propose a new class of analytical approximations of chance constraints, referred to as Bernstein approximations. Our major assumptions are that the components of $F(x, \xi)$ are of
the form (1.7) with convex $f_{i j}(x)$, and $\xi_{j}$ are independent of each other and possess distributions with efficiently computable moment generating functions. Besides this, we assume that for every $j \geq 1$ for which not all of the functions $f_{i j}(x), i=1, \ldots, m$, are affine, the corresponding random variable $\xi_{j}$ is nonnegative. Under these assumptions, the approximation we propose is an explicit convex program.

The rest of the paper is organized as follows. In section 2 we introduce a class of convex conservative approximations of (1.1). Bernstein approximation of (1.1) is derived and discussed in section 3. In section 4, we propose a simple simulation-based scheme for bounding the true optimal value in (1.1), which allows to evaluate numerically the quality (that is, the conservatism) of various approximations. In section 5 , we report some preliminary numerical experiments with Bernstein approximation. Our numerical results demonstrate that this approximation compares favorably with the scenario one. In concluding section 6, we extend Bernstein approximation to the case of mixed uncertainty model, where the tuple of distributions of (mutually independent) components $\xi_{j}$ of $\xi$ is assumed to belong to a given convex compact set rather than to be known exactly and, on the top of it, the constraints are affected by additional "uncertain but bounded" perturbations of non-stochastic nature (cf., [11], where similar extensions of the scenario approach are considered).

## 2 Convex approximations of chance constrained problems

In this section we discuss convex approximations of chance constrained problems of the form (1.1). As it was mentioned in Introduction, chance constrained problems, even simple-looking, typically are computationally intractable. A natural way to overcome, to some extent, this difficulty is to replace chance constraint problem (1.1) with a tractable approximation. That is, with an efficiently solvable problem of the form (1.2). To this end we require the function $G(x, u)$ to be convex in $(x, u)$. We also would like the constraints $G(x, u) \leq 0$ to be conservative, in the sense that if for $x \in X$ and $u$ it holds that $G(x, u) \leq 0$, then $\operatorname{Prob}\{F(x, \xi) \leq 0\} \geq 1-\alpha$. Thus, feasible solutions to (1.2) induce feasible solutions to (1.1), so that the optimal solution of the approximation is a feasible sub-optimal solution of the problem of interest. If these two conditions hold, we refer to (1.2) as a convex conservative approximation of the true problem (1.1). Our goal in this section is to construct a special class of convex conservative approximations.

Let us consider first the scalar case of $m=1$, i.e., $F: \mathbb{R}^{n} \times \Xi \rightarrow \mathbb{R}$. Then the probabilistic (chance) constraint of problem (1.1) is equivalent to the constraint

$$
\begin{equation*}
p(x):=\operatorname{Prob}\{F(x, \xi)>0\} \leq \alpha \tag{2.1}
\end{equation*}
$$

By $\mathbb{1}_{A}$ we denote the indicator function of a set $A$, i.e., $\mathbb{1}_{A}(z)=1$ if $z \in A$ and $\mathbb{1}_{A}(z)=0$ if $z \notin A$.
Let $\psi: \mathbb{R} \rightarrow \mathbb{R}$ be a nonnegative valued, nondecreasing, convex function satisfying the following property:
$(*) \psi(z)>\psi(0) \geq 1$ for any $z>0$.
We refer to function $\psi(z)$ satisfying the above properties as a (one dimensional) generating function. It follows from $(*)$ that for $t>0$ and random variable $Z$,

$$
\mathbb{E}[\psi(t Z)] \geq \mathbb{E}\left[\mathbb{1}_{[0,+\infty)}(t Z)\right]=\operatorname{Prob}\{t Z \geq 0\}=\operatorname{Prob}\{Z \geq 0\}
$$

By taking $Z=F(x, \xi)$ and changing $t$ to $t^{-1}$, we obtain that

$$
\begin{equation*}
p(x) \leq \mathbb{E}\left[\psi\left(t^{-1} F(x, \xi)\right)\right] \tag{2.2}
\end{equation*}
$$

holds for all $x$ and $t>0$. Denote

$$
\begin{equation*}
\Psi(x, t):=t \mathbb{E}\left[\psi\left(t^{-1} F(x, \xi)\right)\right] . \tag{2.3}
\end{equation*}
$$

We obtain that if there exists $t>0$ such that $\Psi(x, t) \leq t \alpha$, then $p(x) \leq \alpha$. In fact this observation can be strengthened to:

$$
\begin{equation*}
\inf _{t>0}[\Psi(x, t)-t \alpha] \leq 0 \text { implies } p(x) \leq \alpha \tag{2.4}
\end{equation*}
$$

Indeed, let us fix $x$ and set $\phi(t):=\Psi(x, t)-t \alpha, Z:=F(x, \xi)$. It may happen (case (A)) that $\operatorname{Prob}\{Z>0\}>0$. Then there exist $a, b>0$ such that $\operatorname{Prob}\{Z \geq a\} \geq b$, whence

$$
\Psi(x, t)=t \mathbb{E}\left[\psi\left(t^{-1} F(x, \xi)\right)\right] \geq t b \psi\left(t^{-1} a\right) \geq t b\left[\psi(0)+\frac{\psi(a)-\psi(0)}{t}\right]
$$

provided that $0<t<1$ (we have taken into account that $\psi(\cdot)$ is convex). Since $\psi(a)>\psi(0)$, we conclude that

$$
\Psi(x, t) \geq \gamma:=b(\psi(a)-\psi(0))>0, \text { for } 0<t<1
$$

and hence $\liminf _{t \rightarrow+0} \phi(t)>0$. Further, we have

$$
\lim _{t \rightarrow \infty} \inf _{t \rightarrow} \mathbb{E}\left[\psi\left(t^{-1} Z\right)\right] \geq \psi(0) \geq 1
$$

and hence $\liminf _{t \rightarrow \infty} \phi(t)=\infty$ due to $\alpha \in(0,1)$. Finally, $\phi(t)$ is clearly lower semicontinuous in $t>0$. We conclude that if (A) is the case, then $\inf _{t>0} \phi(t) \leq 0$ if and only if there exists $t>0$ such that $\phi(t) \leq 0$, and in this case, as we already know, $p(x)$ indeed is $\leq \alpha$. And if (A) is not the case, then the conclusion in (2.4) is trivially true, so that (2.4) is true.

We see that the inequality

$$
\begin{equation*}
\inf _{t>0}[\Psi(x, t)-t \alpha] \leq 0 \tag{2.5}
\end{equation*}
$$

is a conservative approximation of (2.1) - whenever (2.5) is true, so is (2.1). Moreover, assume that for every $\xi \in \Xi$ the function $F(\cdot, \xi)$ is convex. Then $G(x, t):=\Psi(x, t)-t \alpha$ is convex ${ }^{1)}$ in $(x, t>0)$. Furthermore, since $\psi(\cdot)$ is nondecreasing and $F(\cdot, \xi)$ is convex, it follows that $(x, t) \mapsto t \psi\left(t^{-1} F(x, \xi)\right)$ is convex. This, in turn implies convexity of the expected value function $\Psi(x, t)$, and hence convexity of $G(x, t)$.

We obtain, under the assumption that $X, f(\cdot)$ and $F(\cdot, \xi)$ are convex, that

$$
\begin{equation*}
\operatorname{Min}_{x \in X, t>0} f(x) \text { subject to } \inf _{t>0}[\Psi(x, t)-t \alpha] \leq 0 \tag{2.6}
\end{equation*}
$$

[^1]gives a convex conservative approximation of the chance constrained problem (1.1).
Clearly the above construction depends on a choice of the generating function $\psi(z)$. This raises the question of what would be a "best" choice of $\psi(z)$. If we consider this question from the point of view of a better (tighter) approximation of the corresponding chance constraints, then the smaller is $\psi(\cdot)$, the better is bound (2.2). Now if $\psi(0)>1$, then the outlined bounds can be improved by replacing $\psi(\cdot)$ with $\psi(\cdot) / \psi(0)$. Thus we may assume that $\psi(0)=1$. Further, if the right derivative $\psi_{+}^{\prime}(0)$ is zero, then $\psi(z) \geq \psi(0)=1$ for all $z \in \mathbb{R}$, and the above construction produces trivial bounds. Therefore we may assume that $a:=\psi_{+}^{\prime}(0)>0$. Since $\psi(0)=1$ and $\psi(\cdot)$ is convex and nonnegative, we conclude that $\psi(z) \geq \max \{1+a z, 0\}$ for all $z$, so that the upper bounds (2.2) can be only improved when replacing $\psi(z)$ with the function $\hat{\psi}(z):=\max \{1+a z, 0\}$, which also is a generating function. But the bounds produced by the latter function are, up to scaling $z \leftarrow z / a$, the same as those produced by the function
\[

$$
\begin{equation*}
\psi^{*}(z):=[1+z]_{+}, \tag{2.7}
\end{equation*}
$$

\]

where $[a]_{+}:=\max \{a, 0\}$. That is, from the point of view of the most accurate approximation, the best choice of the generating function $\psi$ is the piecewise linear function $\psi^{*}$ defined in (2.7).

For the generating function $\psi^{*}$ defined in (2.7) the approximate constraint (2.5) takes the form

$$
\begin{equation*}
\inf _{t>0}\left[\mathbb{E}\left[[F(x, \xi)+t]_{+}\right]-t \alpha\right] \leq 0 \tag{2.8}
\end{equation*}
$$

In that form it is related to the concept of Conditional Value at Risk (CVaR) due to Rockafellar and Uryasev [20]. Recall that CVaR of a random variable $Z$ is

$$
\begin{equation*}
\operatorname{CVaR}_{1-\alpha}(Z):=\inf _{\tau \in \mathbb{R}}\left[\tau+\frac{1}{\alpha} \mathbb{E}[Z-\tau]_{+}\right] . \tag{2.9}
\end{equation*}
$$

Equivalently, $\operatorname{CVaR}_{1-\alpha}(Z)=\mathbb{E}\left[Z \mid Z>\operatorname{VaR}_{1-\alpha}(Z)\right]$, where

$$
\operatorname{VaR}_{1-\alpha}(Z):=\inf [t: \operatorname{Prob}(Z \leq t) \geq 1-\alpha]
$$

is the corresponding quantile (also called Value at Risk) of the distribution of $Z$. Note that the minimizer of the right hand side of $(2.9)$ is $\tau^{*}=\operatorname{VaR}_{1-\alpha}(Z)$. Therefore, it always holds that $\mathrm{CVaR}_{1-\alpha}(Z) \geq \operatorname{VaR}_{1-\alpha}(Z)$. It is also known that $\mathrm{CVaR}_{1-\alpha}(Z)$ is convex and nondecreasing in $Z$. Clearly the chance constraint of (1.1) can be written as $\operatorname{VaR}_{1-\alpha}[F(x, \xi)] \leq 0$. Therefore, the constraint

$$
\begin{equation*}
\operatorname{CVaR}_{1-\alpha}[F(x, \xi)] \leq 0 \tag{2.10}
\end{equation*}
$$

defines a convex conservative approximation of the chance constrained problem (1.1). The idea of using CVaR as a convex approximation of VaR is due to Rockafellar and Uryasev [20]. Note that since $\alpha>0$, the validity of (2.8) is independent of whether the infimum in the left hand side is taken over $t>0$ or over $t \in \mathbb{R}$. Therefore, by the above discussion, the constraints (2.8) and (2.10) are equivalent to each other.

Remark 1 One of possible drawbacks of using the "optimal" generating function $\psi^{*}$ (as compared with the exponential $\psi(z):=e^{z}$, which we will discuss in the next section) in the above approximation scheme is that it is unclear how to compute efficiently the corresponding function $\Psi(x, t)$ even
in the simple case $F(x, \xi):=g_{0}(x)+\sum_{j=1}^{d} \xi_{j} g_{j}(x)$ of affine in $\xi$ function $F(x, \xi)$ and independent of each other random variables $\xi_{j}$ with known and simple distributions. It is unclear how serious is this obstacle in the latter case. Note that $[s]_{+}$can be written in the following integral form

$$
[s]_{+}=\frac{1}{2} s+\frac{1}{\pi} \int_{0}^{\infty} \frac{1-\cos (\omega s)}{\omega^{2}} d \omega
$$

Therefore, we can write

$$
\begin{equation*}
\mathbb{E}\left[1+t^{-1} F(x, \xi)\right]_{+}=\frac{1}{2}\left(1+t^{-1} \mathbb{E}[F(x, \xi)]\right)+\frac{1}{\pi} \int_{0}^{\infty} \frac{1-h(\omega)}{\omega^{2}} d \omega \tag{2.11}
\end{equation*}
$$

where $h(\omega)$ is the real part of the complex quantity $\mathbb{E}\left[\exp \left\{i \omega\left(t^{-1} F(x, \xi)+1\right)\right\}\right]$ (here $i$ is the imaginary unit). In the case in question we can easily compute $h(\omega)$ for every $\omega$, since

$$
\mathbb{E}[\exp \{i \omega F(x, \xi)\}]=\exp \left\{i g_{0}(x)\right\} \prod_{j=1}^{d} \mathbb{E}\left[\exp \left\{i \omega g_{j}(x) \xi_{j}\right\}\right]
$$

so that the computation reduces to taking $d$ one-dimensional expectations with respect to simple distributions. The difficulty with the outlined integral representation is that the right hand side of (2.11) contains an oscillating integral which should be computed, also for large values of $t^{-1}$, within accuracy of order of $\alpha$. We failed to build a routine capable to compute this integral both fast and accurate; perhaps others will be able to resolve this problem, thus achieving the limits of performance of the approach we are discussing.

There are several ways how the above construction can be extended for $m>1$. One simple way is to replace the constraints $f_{i}(x, \xi) \leq 0, i=1, \ldots, m$, with one constraint $f(x, \xi) \leq 0$, say by taking $f(x, \xi):=\max \left\{f_{1}(x, \xi), \ldots, f_{m}(x, \xi)\right\}$. Note, however, that this may destroy a simple, e.g., affine in $\xi$, structure of the constraint mapping $F(x, \xi)$. An alternative approach is the following.

Consider a closed convex cone $K \subseteq \mathbb{R}_{+}^{m}$ and the corresponding partial order $\succeq_{K}$, i.e., $z \succeq_{K} y$ iff $z-y \in K$. Of course, for the nonnegative orthant cone $K:=\mathbb{R}_{+}^{m}$ the constraint $F(x, \xi) \leq 0$ means that $F(x, \xi) \preceq_{K} 0$. We can also consider some other convex closed cones and define constraints in that form. The corresponding chance constraint can be written in the form

$$
\begin{equation*}
p(x):=\operatorname{Prob}\{F(x, \xi) \notin-K\}<\alpha \tag{2.12}
\end{equation*}
$$

Let $\psi: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be a nonnegative valued, convex function such that:
( $\star) \psi$ is $K$-monotone, i.e., if $z \succeq_{K} y$, then $\psi(z) \geq \psi(y)$,
$\binom{\star}{\star} \psi(z)>\psi(0) \geq 1$ for every $z \in \mathbb{R}^{m} \backslash(-K)$.
We refer to function $\psi(z)$ satisfying these properties as a $K$-generating function.
By $\binom{*}{*}$ we have that $\mathbb{E}[\psi(F(x, \xi))]$ provides an upper bound for $p(x)$, and the corresponding inequality of the form (2.2) holds. Suppose, further, that for every $\xi \in \Xi$ the mapping $F(\cdot, \xi)$ is $K$-convex, i.e., for any $t \in[0,1]$ and $x, y \in \mathbb{R}^{n}$,

$$
t F(x, \xi)+(1-t) F(y, \xi) \succeq_{K} F(t x+(1-t) y, \xi)
$$

(Note that for $K=\mathbb{R}_{+}^{m}, K$-convexity means that $F(\cdot, \xi)$ is componentwise convex.) Then for $\Psi(x, t):=t \mathbb{E}\left[\psi\left(t^{-1} F(x, \xi)\right)\right]$, problem of the form (2.6) gives a convex conservative approximation of the chance constrained problem (1.1).

In such construction for $m>1$, there is no "best" choice of the $K$-generating function $\psi(z)$. A natural choice in the case of $K=\mathbb{R}_{+}^{m}$ could be

$$
\begin{equation*}
\hat{\psi}(z):=\max _{1 \leq i \leq m}\left[1+a_{i} z_{i}\right]_{+}, \tag{2.13}
\end{equation*}
$$

where $a_{i}>0$ are "scale parameters".
Yet there is another possible extension of the above approximation scheme for $m>1$. Let $\alpha_{1}, \ldots, \alpha_{m}$ be positive numbers such that $\alpha_{1}+\ldots+\alpha_{m} \leq \alpha$. The chance constraint of (1.1) is equivalent to $\operatorname{Prob}\left\{\cup_{i=1}^{m}\left\{\xi: f_{i}(x, \xi)>0\right\}\right\}<\alpha$. Since

$$
\operatorname{Prob}\left\{\cup_{i=1}^{m}\left\{f_{i}(x, \xi)>0\right\}\right\} \leq \sum_{i=1}^{m} \operatorname{Prob}\left\{f_{i}(x, \xi)>0\right\}
$$

it follows that the system of constraints

$$
\begin{equation*}
\operatorname{Prob}\left\{f_{i}(x, \xi)>0\right\} \leq \alpha_{i}, \quad i=1, \ldots, m, \tag{2.14}
\end{equation*}
$$

is more conservative then the original chance constraint. We can apply now the one-dimensional construction to each individual constraint of (2.14) to obtain the following convex conservative approximation of the chance constrained problem (1.1):

$$
\begin{equation*}
\operatorname{Min}_{x \in X} f(x) \text { subject to } \inf _{t>0}\left[\Psi_{i}(x, t)-t \alpha_{i}\right] \leq 0, i=1, \ldots, m, \tag{2.15}
\end{equation*}
$$

where $\Psi_{i}(x, t):=t \mathbb{E}\left[\psi_{i}\left(t^{-1} f_{i}(x, \xi)\right)\right]$, and each $\psi_{i}(\cdot), i=1, \ldots, m$, is a one-dimensional generating function.

Remark 2 An open question related to the approximation (2.15) is how to choose $\alpha_{i}$. It would be very attractive to treat these quantities in (2.15) as design variables (subject to the constraints $\alpha_{i}>0$ and $\left.\sum_{i} \alpha_{i} \leq \alpha\right)$ rather than as parameters. Unfortunately, such an attempt destroys the convexity of (2.15) and thus makes the approximation seemingly intractable. The simplest way to resolve the issue in question is to set

$$
\begin{equation*}
\alpha_{i}:=\alpha / m, i=1, \ldots, m . \tag{2.16}
\end{equation*}
$$

## 3 Bernstein approximation

One of drawbacks of using the piecewise linear generating functions of the form (2.7) (or (2.13)), is that the corresponding constraint function may be difficult to compute even for relatively simple functions $F(x, \xi)$ (compare with Remark 1). In this section we consider the (one-dimensional) generating function $\psi(z):=e^{z}$. For such choice of the generating function, constructions of the previous section are closely related to the classical Large Deviations theory (cf., [8]).

We assume in this section that:

A1. The components $\xi_{j}, j=1, \ldots, d$, of the random vector $\xi$ are independent of each other random variables.
We denote by $P_{j}$ the probability distribution of $\xi_{j}$, supported on $\Xi_{j} \subset \mathbb{R}$ (so that the support of the distribution $P$ of $\xi$ is $\Xi=\Xi_{1} \times \ldots \times \Xi_{d}$ ), by

$$
M_{j}(t):=\mathbb{E}\left[e^{t \xi_{j}}\right]=\int \exp (t z) d P_{j}(z)
$$

the moment generating function, and by $\Lambda_{j}(t):=\log M_{j}(t)$ the logarithmic moment generating function of $\xi_{j}$.

A2. The moment generating functions $M_{j}(t), j=1, \ldots, d$, are finite valued for all $t \in \mathbb{R}$ and are efficiently computable.
In fact, we could allow for the moment generating functions to be finite valued just in a neighborhood of $t=0$. We make the stronger assumption of requiring the moment generating functions to be finite valued for all $t$ in order to simplify the presentation.

A3. The components $f_{i}(x, \xi)$ in the constraint mapping $F(x, \xi)$ are affine in $\xi$ :

$$
\begin{equation*}
f_{i}(x, \xi)=f_{i 0}(x)+\sum_{j=1}^{d} \xi_{j} f_{i j}(x), \quad i=1, \ldots, m, \tag{3.1}
\end{equation*}
$$

and the functions $f_{i j}(x), j=0,1, \ldots, d$, are well-defined and convex on $X$. Besides this, for every $j \geq 1$ such that $\Xi_{j} \not \subset \mathbb{R}_{+}$, all functions $f_{i j}(x), i=1, \ldots, m$, are affine. In addition, the objective $f(x)$ in (1.1) is well-defined and convex on $X$.

In the sequel, we refer to problem (1.1) satisfying the assumptions A1-A3 as to affinely perturbed convex chance constrained problem.

Let $z=\left(z_{0}, z_{1}, \ldots, z_{d}\right) \in \mathbb{R}^{d+1}$. By A1, the function

$$
\Phi(z):=\log \left(\mathbb{E}\left[\exp \left\{z_{0}+\sum_{j=1}^{d} \xi_{j} z_{j}\right\}\right]\right)=z_{0}+\sum_{j=1}^{d} \Lambda_{j}\left(z_{j}\right)
$$

is well-defined and continuous in $z$. Besides this, it is convex (since, as it is well-known, the logarithmic moment generating functions are so). Moreover, $\Phi(z)$ is monotone in $z_{0}$ and in every $z_{j}$ with $j \in J:=\left\{j \geq 1: \Xi_{j} \subset \mathbb{R}_{+}\right\}$. Finally, one clearly has for $t>0$ and $p(z):=\operatorname{Prob}\left\{z_{0}+\right.$ $\left.\sum_{j=1}^{d} \xi_{j} z_{j}>0\right\}$ that

$$
\Phi\left(t^{-1} z\right) \geq \log p(z)
$$

Consequently, for every $\beta \in(0,1)$,

$$
\exists t>0: t \Phi\left(t^{-1} z\right)-t \log \beta \leq 0 \text { implies } p(z) \leq \beta .
$$

Similarly to the reasoning which led us to (2.4), the latter implication can be strengthened to:

$$
\begin{equation*}
\inf _{t>0}\left[t \Phi\left(t^{-1} z\right)-t \log \beta\right] \leq 0 \text { implies } p(z) \leq \beta . \tag{3.2}
\end{equation*}
$$

Now consider an affine chance constrained problem with real-valued constraint mapping

$$
F(x, \xi)=g_{0}(x)+\sum_{j=1}^{d} \xi_{j} g_{j}(x) .
$$

By (3.2), the problem

$$
\begin{equation*}
\operatorname{Min}_{x \in X} f(x) \text { subject to } \inf _{t>0}\left[g_{0}(x)+\sum_{j=1}^{d} t \Lambda_{j}\left(t^{-1} g_{j}(x)\right)-t \log \alpha\right] \leq 0 \tag{3.3}
\end{equation*}
$$

is a conservative approximation of the chance constrained problem (1.1). In fact this approximation is convex. Indeed, the function

$$
G(z, t):=t \Phi\left(t^{-1} z\right)-t \log \beta
$$

is convex in $(z, t>0)$ (since $\Phi(z)$ is convex) and is monotone in $z_{0}$ and every $z_{j}$ with $j \in J$, while, by A3, all $g_{j}(x), j=0,1, \ldots, d$, are convex in $x \in X$, and all $g_{j}(x)$ with $j \geq 1$ such that $j \notin J$, are affine. It follows that the function $G\left(g_{0}(x), \ldots, g_{d}(x), t\right)$ is convex in $(x \in X, t>0)$, whence the constraint in (3.3) is convex; the objective is convex by A3, and $X$ was once for ever assumed to be convex when formulating (1.1). Thus, (3.3) is a convex conservative approximation of an affinely perturbed chance constrained problem with $m=1$, as claimed.

We can extend the outlined construction to the multivariate case of $m>1$ in a way similar to the construction of problem (2.15). That is, given an affinely perturbed chance constrained problem (1.1), (3.1), we choose $\alpha_{i}>0, \sum_{i} \alpha_{i} \leq \alpha$, and build the optimization problem

$$
\begin{array}{rl}
\operatorname{Min}_{x \in X} & f(x) \\
\text { s.t. } & \inf _{t>0}\left[f_{i 0}(x)+\sum_{j=1}^{d} t \Lambda_{j}\left(t^{-1} f_{i j}(x)\right)-t \log \alpha_{i}\right] \leq 0, i=1, \ldots, m . \tag{3.4}
\end{array}
$$

Similarly to the case of $m=1$, this problem is a convex conservative approximation of (1.1). We refer to (3.4) as the Bernstein approximation of (1.1). The reason is that this construction is based on the ideas used by S.N. Bernstein when deriving his famous inequalities for probabilities of large deviations of sums of independent random variables.

An advantage of Bernstein approximation over the one discussed in the previous section, is that under assumptions A1 - A3 the Bernstein approximation is an explicit convex program with efficiently computable constraints and as such is efficiently solvable.

Remark 3 A somehow less accurate version of Bernstein approximation was in fact proposed in [2] for the situation where the random variables $\xi_{j}$ are independent with zero mean and supported on segments $\left[-\sigma_{i}, \sigma_{i}\right]$. We have cited this result in Introduction, see (1.8). The justification of (1.8) is based on a straightforward bounding from above (going back to Bernstein) of the associated logarithmic moment generating function and demonstrating that if $x$ satisfies (1.6), then the resulting (conservative) version of the corresponding probability bound, as applied to $z=\left(f_{i 0}(x), f_{i 1}(x), \ldots, f_{i d}(x)\right)$, implies that

$$
\operatorname{Prob}\left\{f_{i 0}(x)+\sum_{j=1}^{d} \xi_{j} f_{i j}(x)>0\right\} \leq \exp \left\{-\kappa \Omega^{2}\right\} .
$$

Clearly, the Bernstein approximation as presented here is less conservative than (1.8), since it is based on the corresponding "true" function rather than on its upper bound given solely by the expected values and the sizes of supports of $\xi_{j}$.

### 3.1 How conservative is Bernstein approximation?

The question posed in the title of this section reduces to the following one:
(?) Let $z=\left(z_{0}, \ldots, z_{d}\right) \in \mathbb{R}^{d+1}$, and let $\xi_{j}$ be independent random variables with distributions $P_{j}, j=1, \ldots, d$. How conservative could be the Bernstein sufficient condition

$$
\begin{equation*}
\inf _{t>0}\left[t \log \left(\mathbb{E}\left[\exp \left\{t^{-1}\left[z_{0}+\sum_{j=1}^{d} \xi_{j} z_{j}\right]\right\}\right]\right)-t \ln \beta\right] \leq 0 \tag{3.5}
\end{equation*}
$$

for the validity of the chance constraint

$$
\begin{equation*}
p(z):=\operatorname{Prob}\left\{z_{0}+\sum_{j=1}^{d} \xi_{j} z_{j}>0\right\} \leq \beta \tag{3.6}
\end{equation*}
$$

To answer this question, we should of course decide how we measure the conservatism. The simplest way to do it would be to ask: How small should be the actual value of $p(z)$ in order for the sufficient condition to hold true? The answer to this question, in general, can be very pessimistic. To give an example, consider the case when $d=1, z=(-\kappa, 1+\kappa)$ and $\xi$ takes two values, 0 and 1 , with probabilities $1-\epsilon$ and $\epsilon$, respectively, where $\kappa>0$ and $\epsilon \in(0,1)$ are parameters. In this case, $p(z)=\epsilon$. On the other hand, (3.5) in our case clearly reads

$$
\exists \tau>0:(1-\epsilon) \exp \{-\kappa \tau\}+\epsilon \exp \{\tau\} \leq \beta
$$

or, after minimizing the left hand side in $\tau>0$,

$$
(1+\kappa)\left(\kappa^{-1} \epsilon\right)^{\frac{\kappa}{1+\kappa}}(1-\epsilon)^{\frac{1}{1+\kappa}} \leq \beta
$$

We see that if $\epsilon \ll 1$, then, in order to satisfy the latter condition, $\beta$ should be of order of $\epsilon^{\frac{\kappa}{1+\kappa}}=(p(z))^{\frac{\kappa}{1+\kappa}}$, that is, the conservatism of (3.5) grows dramatically as $\kappa$ approaches 0 . For example, with $\kappa=0.1$ and $p(z) \equiv \epsilon=0.01,(3.5)$ is able to certify only that $p(z) \leq 0.8841$.

There is, however, another way to measure the conservatism, perhaps a more natural one. Assume, as it is the case in many applications, that all $\xi_{j}$ are symmetrically distributed around their expected values. By an appropriate updating of $z_{0}$, we can assume without loss of generality that all these expected values are 0 , so that $\xi_{j}$ are independent of each other and symmetrically distributed around 0 . Now let us consider chance constraint (3.6) as a member of the parametric family

$$
\begin{equation*}
p_{\rho}(z):=\operatorname{Prob}\left\{z_{0}+\rho \sum_{j=1}^{d} \xi_{j} z_{j}>0\right\} \leq \beta \tag{3.7}
\end{equation*}
$$

where $\rho>0$ is an "uncertainty level"; the original constraint corresponds to $\rho=1$. It is immediately seen that if $\beta<1 / 2$, then the larger is $\rho$, the larger is $p_{\rho}(z)$, so that the feasible set $Z_{\rho}$ of (3.7)
in the $z$-space shrinks as $\rho$ grows. We can now measure the conservatism of (3.5) by the smallest $\rho=\rho_{*} \geq 1$ such that the feasible set of (3.5) is in-between the feasible set $Z_{1}$ of the "true" chance constraint (3.6) and the feasible set $Z_{\rho}$ of " $\rho$ times strengthened" version of (3.6). With this approach, the less is $\rho_{*}$, the less conservative is the approximation; in particular, the "ideal" situation $\rho_{*}=1$ corresponds to no conservatism at all. Note that this approach to measuring the conservatism of (3.5) as an approximation of (3.6) is borrowed from the methodology of Robust Optimization, see, e.g., [3], and was applied to chance constrained problems in [17]. The approach is of the same spirit as the previous one: in both cases, we include the constraint to be approximated in a parametric family and ask by how much should we "strengthen" the original constraint in order for the feasible set of the approximation to be in-between the feasible sets of the constraint of interest and its strengthened version. With the former approach, the family is comprised of all constraints of the form (3.6) with the right hand side $\beta$ in the role of the parameter; with the latter, the parameterization is via the "noise intensity" $\rho$.

It turns out that with the second approach to measuring conservatism, Bernstein approximation seems to be not that bad. Here is a result in this direction.

Proposition 1 Let $\xi_{j}$ be uniformly distributed in segments $\left[-\sigma_{j}, \sigma_{j}\right], 1 \leq j \leq d$, and let $\beta<0.05$. Then the conservatism of (3.5) is at most

$$
\begin{equation*}
\widehat{\rho}=1+12 \sqrt{2 \log (1 /(0.95 \beta))}, \tag{3.8}
\end{equation*}
$$

that is, the feasible set of (3.5) contains the feasible set of the chance constraint (3.7) corresponding to $\rho=\widehat{\rho}$.

Proof. Without loss of generality we can assume that $\xi_{j}$ are uniformly distributed in $[-1 / 2,1 / 2]$. Let $z$ be feasible for (3.7) with $\rho=\widehat{\rho}$; we should prove that $z$ is feasible for (3.5). There is nothing to prove when $z_{1}=\ldots=z_{d}=0$; assuming that the latter is not the case, we can without loss of generality normalize $z$ to get $z_{1}^{2}+\ldots+z_{d}^{2}=1$. Setting $e=\left(z_{1}, \ldots, z_{d}\right)^{T} \in \mathbb{R}^{d}$, consider the set

$$
A=\left\{y \in \mathbb{R}^{d}: \widehat{\rho}^{-1} z_{0}+e^{T} y \leq 0\right\} ;
$$

note that

$$
\begin{equation*}
\operatorname{Prob}\{\xi \in A\} \equiv \operatorname{Prob}\left\{z_{0}+\hat{\rho} \sum_{j=1}^{d} \xi_{j} z_{j} \leq 0\right\} \geq 1-\beta \tag{3.9}
\end{equation*}
$$

In particular,

$$
\operatorname{Prob}\left\{\left|e^{T} \xi\right|>-\widehat{\rho}^{-1} z_{0}\right\}=2 \operatorname{Prob}\left\{z_{0}+\widehat{\rho} \sum_{j=1}^{d} \xi_{j} z_{j}>0\right\} \leq 2 \beta \leq 0.1,
$$

whence $\operatorname{Prob}\left\{\left|e^{T} \xi\right| \leq-\widehat{\rho}^{-1} z_{0}\right\} \geq 0.9$. From the latter inequality, by Lemma 2 in [17], it follows that

$$
\begin{equation*}
\mu:=-\widehat{\rho}^{-1} z_{0} \geq \frac{1}{6} . \tag{3.10}
\end{equation*}
$$

Now let $D(y):=\min _{y^{\prime} \in A}\left\|y-y^{\prime}\right\|_{2}=\max \left[0, e^{T} y+\widehat{\rho}^{-1} z_{0}\right]=\max \left[0, e^{T} y-\mu\right]$. Since $\xi_{j}$ are independent and uniformly distributed on $[-1 / 2,1 / 2]$, from Talagrand Inequality (see, e.g., [12]) it follows that

$$
\begin{equation*}
\mathbb{E}\left[\exp \left\{\frac{D^{2}(\xi)}{4}\right\}\right] \leq \frac{1}{\operatorname{Prob}\{A\}} \leq \frac{1}{0.95} \tag{3.11}
\end{equation*}
$$

where the concluding inequality is given by (3.9). Now let

$$
\tau=\frac{\mu(\widehat{\rho}-1)}{2}, c=\exp \left\{-\tau \mu(\widehat{\rho}-1)+\tau^{2}\right\}=\exp \left\{-\frac{\mu^{2}(\widehat{\rho}-1)^{2}}{4}\right\}
$$

Then, as it is immediately seen,

$$
\exp \left\{\tau\left[z_{0}+e^{T} y\right]\right\} \leq c \exp \left\{\frac{D^{2}(y)}{4}\right\} \forall y \in \mathbb{R}^{d}
$$

whence, in view of (3.11),

$$
\mathbb{E}\left[\exp \left\{\tau\left[z_{0}+\sum_{j=1}^{d} \xi_{j} z_{j}\right]\right\}\right] \leq \frac{c}{0.95}=\frac{1}{0.95} \exp \left\{-\frac{\mu^{2}(\widehat{\rho}-1)^{2}}{4}\right\} \leq \frac{1}{0.95} \exp \left\{-\frac{(\widehat{\rho}-1)^{2}}{144}\right\}
$$

where the concluding inequality is given by (3.10). Invoking (3.8), we arrive at

$$
\mathbb{E}\left[\exp \left\{\tau\left[z_{0}+\sum_{j=1}^{d} \xi_{j} z_{j}\right]\right\}\right] \leq \beta
$$

so that the expression under $\inf _{t>0}$ in the left hand side of (3.5) is nonpositive when $t=\tau^{-1}$. Thus, $z$ is feasible for (3.5).

Note that qualitatively speaking, the level of conservatism of the Bernstein approximation as stated in (3.8) is not that disastrous - it is nearly independent of $\beta$. Note also that the assumption that $\xi_{j}$ are uniformly distributed plays no crucial role, and the results similar to the one of Proposition 1 can be obtained for many other symmetric distributions with bounded support (cf., [17, section 2]). We should add that there is another case when the Bernstein approximation is "nearly accurate" - the one of normally distributed $\xi_{j}$, but this is of no interest, since here a scalar chance constraint $\operatorname{Prob}\left\{z_{0}+\sum_{j=1}^{d} \xi_{j} z_{j}>0\right\} \leq \beta$ with $\beta<1 / 2$ is exactly equivalent to an explicit convex constraint and thus requires no approximation at all.

## 4 Upper and lower bounds

In general, the approximation-based approach to processing chance constrained problems requires mechanisms for: (i) measuring the actual risk (reliability) associated with the resulting solution, and (ii) bounding from below the true optimal value Opt* of the chance constraint problem (1.1). Task (i) corresponds to the case when the approximation is not necessarily conservative, as it is the case, e.g., with the scenario approximation. With the latter, even applied with the theoretically
justified sample size (1.3), there still is a chance $1-\delta$ that the resulting solution $\bar{x}$ does not satisfy the chance constraint, and we would like to check whether the solution indeed is feasible for (1.1). Task (ii) is relevant to basically all approximations, since they usually are conservative ("for sure", as Bernstein approximation, or "with probability close to 1 ", as the scenario approximation with sample size (1.3)), and a lower bound on Opt* allows to quantify this conservatism.

A straightforward way to measure the actual risk of a given candidate solution $\bar{x} \in X$ is to use Monte Carlo sampling. That is, a sample $\xi^{1}, \ldots, \xi^{N^{\prime}}$ of $N^{\prime}$ realizations of random vector $\xi$ is generated and the probability $p(\bar{x}):=\operatorname{Prob}\{F(\bar{x}, \xi) \not \leq 0\}$ is estimated as $\Delta / N^{\prime}$, where $\Delta$ is the number of times the constraint $F\left(\bar{x}, \xi^{\nu}\right) \leq 0, \nu=1, \ldots, N^{\prime}$, is violated. A more reliable upper bound on $p(\bar{x})$ is the random quantity

$$
\widehat{\alpha}:=\max _{\gamma \in[0,1]}\left\{\gamma: \sum_{r=0}^{\Delta}\binom{N^{\prime}}{r} \gamma^{r}(1-\gamma)^{N^{\prime}-r} \geq \delta\right\},
$$

where $1-\delta$ is the required confidence level. The quantity $\widehat{\alpha}$ is, with probability at least $1-\delta$, an upper bound on $p(\bar{x})$, so that if our experiment results in $\widehat{\alpha} \leq \alpha$, we may be sure, "up to probability of bad sampling $\leq \delta$ ", that $\bar{x}$ is feasible for (1.1) and $f(\bar{x})$ is an upper bound on Opt*. Since the outlined procedure involves only the calculation of quantities $F\left(\bar{x}, \xi^{\nu}\right)$, it can be performed with a large sample size $N^{\prime}$, and hence feasibility of $\bar{x}$ can be evaluated with a high reliability, provided that $\alpha$ is not too small (otherwise the procedure would require an unrealistically large sample size).

It is more tricky to bound Opt* from below. Here we propose a bounding scheme as follows. Let us choose three positive integers $M, N$, $L$, with $L \leq M$, and let us generate $M$ independent samples $\xi^{1, \mu}, \ldots, \xi^{N, \mu}, \mu=1, \ldots, M$, each of size $N$, of random vector $\xi$. For each sample we solve the associated optimization problem

$$
\begin{equation*}
\operatorname{Min}_{x \in X} f(x) \text { subject to } F\left(x, \xi^{\nu, \mu}\right) \leq 0, \nu=1, \ldots, N, \tag{4.1}
\end{equation*}
$$

and hence calculate its optimal value $\mathrm{Opt}_{\mu}$.
We compute the quantities $\mathrm{Opt}_{\mu}, \mu=1, \ldots, M$, by treating the infeasibility and unboundedness according to the standard optimization conventions: the optimal value of an infeasible optimization problem is $+\infty$, while for a feasible and unbounded from below problem it is $-\infty$. We then rearrange the resulting quantities $\left\{\mathrm{Opt}_{\mu}\right\}_{\mu=1, \ldots, M}$ in the nondescending order: $\mathrm{Opt}_{(1)} \leq \ldots \leq \mathrm{Opt}_{(M)}$ (in the statistics literature these are called the order statistics of the sample $\left\{\mathrm{Opt}_{\mu}\right\}_{\mu=1, \ldots, M}$ ). By definition, the lower bound on the true optimal value is the random quantity $\mathrm{Opt}_{(L)}$.

Let us analyze the resulting bounding procedure. Let $x$ be a feasible point of the true problem (1.1). Then $x$ is feasible for problem (4.1) with probability at least $\theta_{N}=(1-\alpha)^{N}$. When $x$ is feasible for (4.1), we of course have $\mathrm{Opt}_{\mu} \leq f(x)$. Thus, for every $\mu \in\{1, \ldots, M\}$ and for every $\varepsilon>0$ we have

$$
\theta:=\operatorname{Prob}\left\{\mathrm{Opt}_{\mu} \leq \mathrm{Opt}^{*}+\varepsilon\right\} \geq \theta_{N} .
$$

Now, in the case of $\mathrm{Opt}_{(L)}>\mathrm{Opt}^{*}+\varepsilon$, the corresponding realization of the random sequence $\mathrm{Opt}_{1}, \ldots, \mathrm{Opt}_{M}$ contains less than $L$ elements which are less than or equal to $\mathrm{Opt}^{*}+\varepsilon$. Since the elements of the sequence are independent, the probability $\rho(\theta, M, L)$ of the latter event is

$$
\rho(\theta, M, L)=\sum_{r=0}^{L-1}\binom{M}{r} \theta^{r}(1-\theta)^{M-r} .
$$

Since $\theta \geq \theta_{N}$, we have that $\rho(\theta, M, L) \leq \rho\left(\theta_{N}, M, L\right)$.
Thus,

$$
\operatorname{Prob}\left\{\operatorname{Opt}_{(L)}>\mathrm{Opt}^{*}+\varepsilon\right\} \leq \rho\left(\theta_{N}, M, L\right)
$$

Since the resulting inequality is valid for all $\varepsilon>0$, we arrive at the bound

$$
\begin{equation*}
\operatorname{Prob}\left\{\mathrm{Opt}_{(L)}>\mathrm{Opt}^{*}\right\} \leq \sum_{r=0}^{L-1}\binom{M}{r}(1-\alpha)^{N r}\left[1-(1-\alpha)^{N}\right]^{M-r} . \tag{4.2}
\end{equation*}
$$

We have arrived at the following simple result.
Proposition 2 Given $\delta \in(0,1)$, let us choose positive integers $M, N, L$ in such a way that

$$
\begin{equation*}
\sum_{r=0}^{L-1}\binom{M}{r}(1-\alpha)^{N r}\left[1-(1-\alpha)^{N}\right]^{M-r} \leq \delta \tag{4.3}
\end{equation*}
$$

Then with probability at least $1-\delta$, the random quantity $\mathrm{Opt}_{(L)}$ gives a lower bound for the true optimal value Opt*.

The question arising in connection with the outlined bounding scheme is how to choose $M, N$, $L$. Given a desired reliability $1-\delta$ of the bound and $M$ and $N$, it is easy to specify $L$ : this should be just the largest $L>0$ satisfying condition (4.3). (if no $L>0$ satisfying (4.3) exists, the lower bound, by definition, is $-\infty$ ). We end up with a question of how to choose $M$ and $N$. For $N$ given, the larger is $M$, the better. For given $N$, the "ideal" bound yielded by our scheme as $M$ tends to infinity, is the lower $\theta_{N}$-quantile of the true distribution of the random variable $\mathrm{Opt}_{1}$. The larger is $M$, the better can we estimate this quantile from a sample of $M$ independent realizations of this random variable. In reality, however, $M$ is bounded by the computational effort required to solve $M$ problems (4.1). Note that the effort per problem is larger the larger is the sample size $N$. We have no definite idea how to choose $N$. As $N$ grows, the distribution of $\mathrm{Opt}_{1}$ "goes up" in the sense that $\operatorname{Prob}\left\{\mathrm{Opt}_{1}>a\right\}$ increases for every $a$. As a result, every lower $\theta$-quantile of this distribution also increases. If our bound were the lower $\theta$-quantile of the distribution of $\mathrm{Opt}_{1}$, it would grow (that is, improve) with $N$. Unfortunately, our bound is the (empirical estimate of) the lower $\theta_{N}$-quantile of the distribution in question, with $\theta_{N}$ decreasing as $N$ grows, and this decrease shifts the bound down. For the time being, we do not know how to balance these two opposite trends, except for a trivial way to test several values of $N$ and to choose the best (the largest) of the resulting bounds. To keep reliability $\delta$ by testing $k$ different values of $N$, would require to strengthen reliability of every one of the tests, e.g., in accordance with the Bonferroni inequality, by replacing $\delta$ in the right hand side of (4.3) with $\delta / k$.

## 5 Numerical illustration

We are about to present the results of an illustrative experiment. Our major goal is to compare Bernstein approximations with the scenario approach (see Introduction).

Test problem: optimizing Value at Risk. The toy test problem we are about to consider is the following. There are $n+1$ assets $0,1, \ldots, n$ with random returns. The problem is to distribute $\$ 1$ between the assets in order to maximize the upper $(1-\alpha)$-th quantile of the total profit (that is, the total return of the resulting portfolio minus the initial capital of $\$ 1$ ). The corresponding model is the chance constrained Linear Programming problem:

$$
\operatorname{Max}_{x \geq 0, t} t-1 \text { subject to Prob }\left\{t>\sum_{j=0}^{n} r_{j} x_{j}\right\} \leq \alpha, \sum_{j=0}^{n} x_{j} \leq 1,
$$

where $x_{j}$ is the capital invested in asset $j$, and $r_{j}$ is the return of this asset.
The data we used in our experiment are as follows:
There are $n+1=65$ assets; asset $\# 0$ ("money") has deterministic return $r_{0} \equiv 1$, while the returns $r_{i}$ of the remaining 64 "true" assets are random variables with expectations $\mathbb{E}\left[r_{i}\right]=1+\rho_{i}$, where the nominal profits $\rho_{i}$ vary in $[0,0.1]$ and grow with $i$;

- Every $r_{i}, i \geq 1$, varies in the range $\left[1+(1-3 \theta) \rho_{i}, 1+(1+3 \theta) \rho_{i}\right]$, where $\theta$ is "uncertainty level", with some degree of dependence between different returns.

The detailed description of the distribution of returns is as follows.

- The true assets are split into two halves: "solid assets" $i=1, \ldots, 32$ and "bubbles" $i=$ $33, \ldots, 64$. Recall that the expected profits $\rho_{i}=\mathbb{E}\left[r_{i}\right]-1$, grow with $i$, so that solid assets are, at average, less profitable than the bubbles;
- The actual values of the returns are

$$
\begin{equation*}
r_{i}=1+\rho_{i}+\theta\left[2 \eta_{i}+\sum_{\kappa=1}^{4} \zeta_{\kappa} P_{i \kappa}\right] \rho_{i}, \tag{5.1}
\end{equation*}
$$

where $\eta_{i} \sim U(-1,1)$ is the individual noise in $i$-th return, and $\zeta_{\kappa} \sim U(-1,1)$ are "common factors" affecting all the returns. All "primitive" random variables ( 64 of $\eta_{i}$ 's and 4 of $\zeta_{\kappa}$ 's) are independent of each other.

- The "influence coefficients" $P_{i \kappa}$ in (5.1) are deterministic constants positive for $1 \leq i \leq 32$ ("solid assets") and negative for $i>32$ ("bubbles"), so that common factors have positive correlations with returns of solid assets and negative correlations with returns of bubbles.
- $P_{i \kappa}$ are chosen in such a way that $\sum_{\kappa}\left|P_{i \kappa}\right|=1$; thus, the total contribution of all common factors into a particular $r_{i}$ varies within $\pm \theta \rho_{i}$, while the individual noise in the return varies within $\pm 2 \theta \rho_{i}$.

The experiments were conducted for the value of risk $\alpha=0.05$ and the uncertainty levels $\theta=0.2, \theta=0.5$ and $\theta=1.0$. The reliability $1-\delta$ for the scenario approximation (see (1.3)) was set to 0.999. Similarly, the reliability of all other simulation-based inferences (like those on actual risks of various solutions, bound on the true optimal value in the chance constrained problem, etc.) was set to 0.999 . The results are presented in Table 1 ; the reader should be aware that we work with a maximization problem, so that the larger is the value of the objective yielded by a method, the better, what was before a lower bound on the optimal value in the chance constrained problem becomes an upper bound, etc.

|  | Quantity | Value | Empirical risk $^{a)}$ | Inferred risk ${ }^{a)}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\theta=0.2$ | Nominal optimal value ${ }^{\text {b }}$ | 0.0975 | - | - |
|  | Upper bound ${ }^{\text {c }}$ | 0.0673 | - | - |
|  | Bernstein optimal value (tuned) ${ }^{\left(d_{b}\right)}$ | 0.0620 | 0.043 | 0.0498 |
|  | Bernstein optimal value ${ }^{\left(d_{a}\right)}$ | 0.0588 | 0.008 | 0.0107 |
|  | Scenario optimal value (tuned) ${ }^{e_{b} \text { ) }}$ | 0.0602 | 0.044 | 0.0504 |
|  | Scenario optimal value ${ }^{e_{a}}(N=14,900)$ | 0.0559 | 0.002 | 0.0038 |
|  | Robust optimal value ${ }^{f \text { ) }}$ | 0.0435 | - | - |
| $\theta=0.5$ | Nominal optimal value | 0.0975 | - | - |
|  | Upper bound | 0.0621 | - | - |
|  | Bernstein optimal value (tuned) | 0.0519 | 0.039 | 0.0450 |
|  | Bernstein optimal value | 0.0470 | 0.006 | 0.0094 |
|  | Scenario optimal value (tuned) | 0.0498 | 0.040 | 0.0463 |
|  | Scenario optimal value ( $N=14,900$ ) | 0.0441 | 0.003 | 0.0054 |
|  | Robust optimal value | $0.0000^{\text {g }}$ | - | - |
| $\theta=1.0$ | Nominal optimal value | 0.0975 | - | - |
|  | Upper bound | 0.0573 | - | - |
|  | Bernstein optimal value (tuned) | 0.0406 | 0.043 | 0.0493 |
|  | Bernstein optimal value | 0.0330 | 0.007 | 0.0102 |
|  | Scenario optimal value (tuned) | 0.0369 | 0.039 | 0.0456 |
|  | Scenario optimal value ( $N=14,900$ ) | 0.0287 | 0.004 | 0.0059 |
|  | Robust optimal value | 0.0000 | - | - |

Table 1. Results of experiments with the Value at Risk model.

Explanations: ${ }^{a}$ Empirical risk makes sense only with respect to the optimal values yielded by various methods and is the empirical frequency estimate, taken over 10,000 simulations, of the probability $p$ of violating the randomly perturbed constraint in $\left(P_{0.05}\right)$ at the solution yielded by the method. Inferred risk is the 0.999 -reliable upper bound on $p$, as inferred from the same 10,000 simulations.
${ }^{b)}$ Nominal optimal value is the optimal value in the nominal problem - the one where all randomly perturbed coefficients are set to their expected values. It is immediately seen that for symmetrically distributed $\xi$ (as is the case in our test problem), the nominal optimal value is an upper (we are in the case of maximization!) bound on the "chance constrained" optimal value, provided that $\alpha<0.5$.
${ }^{c}$ ) See section 4; since ( $P_{0.05}$ ) is a maximization problem, the corresponding construction yields an upper bound on the optimal value in $\left(P_{0.05}\right)$. The reliability of the bound is 0.999 .
$\left.{ }^{d_{a}}\right)$ Bernstein optimal value is the optimal value in Bernstein approximation (3.4) of $\left(P_{0.05}\right)$.
${ }^{d_{b}}$ ) Tuned Bernstein optimal value is the optimal value in "tuned" Bernstein approximation. Tuning, aimed to overcome, to some extent, the intrinsic conservativeness of the approximation as given by (3.4), goes via replacing in (3.4), (2.16) the required value $\alpha$ of risk by a larger value, $\alpha^{+}$, still resulting in a solution satisfying the actual chance constraint (the latter is verified by simulations, the reliability of the verification being 0.999 ). Under this restriction on $\alpha^{+}$, we try to make $\alpha^{+}$as large as possible, since the larger is $\alpha^{+}$, the better is the optimal value in the corresponding Bernstein approximation.
${ }^{e_{a}}$ Scenario optimal value is the optimal value in the scenario approximation $\left(P^{N}\right)$ of $\left(P_{0.05}\right)$, the sample
size $N$ being chosen according to (1.3) (where $n=66, \alpha=0.05$ and $\delta=0.001$ ).
${ }^{e_{b}}$ Tuned scenario optimal value is the optimal value in "tuned" scenario approximation, where the tuning goes via appropriate reduction of the sample size $N$ in $\left(P^{N}\right)$ as compared to the one given by (1.3), with the same purpose and in the same spirit as in the case of tuned Bernstein approximation.
${ }^{f)}$ The robust optimal value is the one given by Robust Optimization (under mild regularity assumptions, which hold true in the case of $(P)$, this is the same as the optimal value in $\left(P_{\alpha}\right)$ in the case of $\left.\alpha=0\right)$.
${ }^{g)}$ For uncertainty level $\theta=0.5$ and larger, there already is no guaranteed way to get positive profit, and the worst-case optimal policy is to put everything in money, thus avoiding losses and getting zero profit.

Discussion. A. As far as the objective value is concerned, Bernstein approximation outperforms the (non-tuned) scenario approximation; the same is true for the tuned versions of the procedures (this is consisted with all other numerical experiments we have run, including those for test problems of different structure). The differences, although not large, are not negligible: for tuned approximations, they are $3.0 \%$ for $\theta=0.2,4.2 \%$ for $\theta=0.5$, and $10.0 \%$ for $\theta=1.0$.
B. Additional good news about Bernstein approximation is that even with tuning, this still is an implementable routine: the solution and the optimal value in $(3.4),(2.16)$ are well-defined functions of $\alpha$, and the resulting value of the objective is the better the larger is $\alpha$. Consequently, tuning becomes an easy-to-implement routine, a kind of bisection: we solve (3.4), (2.16) for certain value of $\alpha$ and check the actual risk of the resulting solution; if it is worse then necessary, we decrease $\alpha$ in (3.4), otherwise increase it. In contrast to this, the optimal value and the optimal solution of scenario approximation with a given sample size are random. For not too large sample sizes, the variability of these random entities is high, which makes tuning difficult. To get an impression of this phenomenon, here are the results for several realizations of the scenario approximation at the uncertainty level $\theta=1$; the sample sizes correspond to the final phase of tuning.

| $\# \#$ | $N$ | Optimal <br> value | Empirical <br> risk | Inferred <br> risk |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 900 | 0.0066 | 0.000 | 0.0007 |
| 2 | 900 | 0.0380 | 0.045 | 0.0517 |
| 3 | 900 | 0.0384 | 0.052 | 0.0595 |
| 4 | 900 | $\underline{0.0017}$ | 0.000 | 0.0007 |
| 5 | 900 | 0.0379 | 0.052 | 0.0591 |
| 6 | 900 | 0.0393 | 0.065 | 0.0726 |
| 7 | 900 | $\underline{0.0933}$ | $\underline{1.000}$ | 1.0000 |
| 8 | 1000 | 0.0377 | 0.048 | 0.0546 |
| 9 | 1000 | 0.0369 | 0.039 | 0.0456 |
| 10 | 1000 | 0.0378 | 0.054 | 0.0609 |

We see that with sample size 900 , one can get "nearly whatever", with profits ranging from something very close to 0 to nearly the nominal optimal value, and with similarly wide range of risks; sample size 1000 may produce more risky solutions than sample size 900 , etc. As the result, seeking for good and reliable solution by tuning the scenario approximation becomes a kind of lottery.
C. For large sample sizes, the results yielded by scenario approximation are more stable, and at the same time more conservative (compare the results for non-tuned Bernstein and scenario approximations in Table 1).
D. It should be added that Bernstein approximation (at least in its non-tuned form) remains practical in the case of very small risks $\alpha$ and/or high design dimension, that is, in situations where the scenario approximation requires samples of unrealistic sizes. To get an impression of the numbers, assume that we want $\alpha$ as small $0.5 \%$ or even $0.1 \%$, while the reliability $1-\delta$ of our conclusions (which in previous experiments was set to 0.999 ) is now increased to 0.9999 . In this case the scenario approximation becomes completely impractical. Indeed, the theoretically valid sample size given by (1.3) becomes 209,571 for $\alpha=0.5 \%$ and $1,259,771$ for $\alpha=0.1 \%$, which is a bit too much. Using smaller sample sizes plus tuning also is problematic, since it becomes too complicated to test the risk of candidate solutions by simulation. For example, with $\alpha=0.005$ and $\alpha=0.001$, it takes over 100,000 simulations to conclude, with reliability 0.9999 , that a given candidate solution which in fact is feasible for $\left(P_{0.9 \alpha}\right)$ is feasible for $\left(P_{\alpha}\right)$.

- At the same time, Bernstein approximation with no tuning is $100 \%$ reliable, remains of the same complexity independently of how small is $\alpha$, and at the uncertainty level 0.5 results in the profits as follows:
- 0.0421 for $\alpha=0.5 \%$
- 0.0395 for $\alpha=0.1 \%$.

This is not that bad, given that the robust optimal value in our situation is 0 .
The bottom line, as suggested by the experiments (and us such, not conclusive yet) is as follows:
The scenario approximation has no advantages whatsoever as compared to the Bernstein one, provided the latter is applicable (that is, that we are in the case of affinely perturbed convex chance constrained problem with known and simple enough distributions of $\xi_{j}$ ).

## 6 Extensions to the case of ambiguous chance constraints and mixed uncertainty models

As it was mentioned in Introduction, one of the basic problems with the formulation of chance constrained problem (1.1) is that it assumes an exact knowledge of the underlying probability distribution $P$ of $\xi$. Therefore it appears natural to consider "robust" or minimax versions of the chance constrained problems. That is, we assume that a plausible family $\mathfrak{P}$ of probability distributions, supported on a (closed) set $\Xi \subset \mathbb{R}^{d}$, can be identified, and that we only know that the true distribution $P$ belongs to $\mathfrak{P}$. This leads to the following formulation of chance constrained problems:

$$
\begin{equation*}
\operatorname{Min}_{x \in X} f(x) \text { subject to } \operatorname{Prob}_{P}\{F(x, \xi) \leq 0\} \geq 1-\alpha, \quad \forall P \in \mathfrak{P} \tag{6.1}
\end{equation*}
$$

where the notation $\operatorname{Prob}_{P}$ means that the probability of the corresponding event is taken with respect to the distribution $P$ of $\xi$.

Of course, we can replace the probability constraints in (6.1) with one constraint by taking the minimum of $\operatorname{Prob}_{P}\{F(x, \xi) \leq 0\}$ with respect to $P \in \mathfrak{P}$. That is, problem (6.1) is constrained with respect to a "worst" distribution of the considered family $\mathfrak{P}$. We can also write the probability constraints of (6.1) in the following form:

$$
\begin{equation*}
\sup _{P \in \mathfrak{P}} \mathbb{E}_{P}\left[\mathbb{1}_{A_{x}}\right] \leq \alpha \tag{6.2}
\end{equation*}
$$

where $A_{x}:=\{\xi \in \Xi: F(x, \xi) \not \leq 0\}$. The "worst-case-distribution" (or minimax) stochastic programming problems were considered in a number of publications (e.g., [10, 25]). When applied to chance constraints, such worst-case-distribution problems are called ambiguous chance constrained problems (see [11] and references therein).

For some families of distributions the maximum in the left hand side of (6.2) can be calculated explicitly. With every family $\mathfrak{P}$ of probability distributions is associated the function

$$
\begin{equation*}
\rho(Z):=\sup _{P \in \mathfrak{P}} \mathbb{E}_{P}[Z] \tag{6.3}
\end{equation*}
$$

defined on a space of real-valued random variables $Z$. Formula (6.3) describes a dual representation of so-called coherent risk measures introduced by Artzner et al [1]. Consider now the following family:

$$
\begin{equation*}
\mathfrak{P}:=\left\{P: \gamma_{1} P^{*} \preceq P \preceq \gamma_{2} P^{*}, P(\Xi)=1\right\} . \tag{6.4}
\end{equation*}
$$

Here $\gamma_{1}$ and $\gamma_{2}$ are constants such that $0 \leq \gamma_{1} \leq 1 \leq \gamma_{2}, P^{*}$ is a (reference) probability distribution on $\Xi$ and the notation $P_{1} \preceq P_{2}$ means that for two (not necessarily probability) Borel measures $P_{1}$ and $P_{2}$ on $\Xi$ it holds that $P_{1}(A) \leq P_{2}(A)$ for any Borel set $A \subset \Xi$. The constraint $P(\Xi)=1$ in (6.3) is written to ensure that $P$ is a probability measure. This family $\mathfrak{P}$ defines a coherent risk measure, which can be written in the following equivalent form

$$
\begin{equation*}
\rho(Z)=\mathbb{E}[Z]+\inf _{\tau \in \mathbb{R}} \mathbb{E}\left[\left(1-\gamma_{1}\right)[\tau-Z]_{+}+\left(\gamma_{2}-1\right)[Z-\tau]_{+}\right], \tag{6.5}
\end{equation*}
$$

where all expectations are taken with respect to the reference distribution $P^{*}$. In particular, for $\gamma_{1}=0$ and $\kappa:=\left(\gamma_{2}-1\right) / \gamma_{2}$,

$$
\rho(Z)=\operatorname{CVaR}_{\kappa}[Z]
$$

(cf., [21, 22]).
By the definition (6.4) of $\mathfrak{P}$ we have that $\mathbb{E}_{P}\left[\mathbb{1}_{A_{x}}\right] \leq \gamma_{2} P^{*}\left(A_{x}\right)$ for any $P \in \mathfrak{P}$, with the equality holding if $P\left(A_{x}\right)=\gamma_{2} P^{*}\left(A_{x}\right)$. Since $P(\Xi)=1$, this can be achieved iff $\gamma_{2} P^{*}\left(A_{x}\right)+\gamma_{1}\left(1-P^{*}\left(A_{x}\right)\right) \leq$ 1, i.e., iff $P^{*}\left(A_{x}\right) \leq \frac{1-\gamma_{1}}{\gamma_{2}-\gamma_{1}}$. We obtain the following.

If $\alpha \leq\left(1-\gamma_{1}\right) /\left(\gamma_{2}-\gamma_{1}\right)$, then the ambiguous chance constrained problem (6.1) with $\mathfrak{P}$ given by (6.4) is equivalent to the chance constrained problem (1.1) with respect to the reference distribution $P^{*}$ and with rescaled risk $\alpha \leftarrow \alpha^{*}:=\alpha / \gamma_{2}$.

Another popular example of a coherent risk measure is the mean-upper-absolute semideviation

$$
\begin{equation*}
\rho(Z):=\mathbb{E}[Z]+c \mathbb{E}\left([Z-\mathbb{E}[Z]]_{+}\right), \tag{6.6}
\end{equation*}
$$

where $c \in[0,1]$ is a constant and the expectations are taken with respect to a reference distribution $P^{*}$. It has the dual representation (6.3) with the corresponding family

$$
\begin{equation*}
\mathfrak{P}=\left\{\zeta^{\prime}: \zeta^{\prime}=1+\zeta-\mathbb{E}[\zeta],\|\zeta\|_{\infty} \leq c\right\}, \tag{6.7}
\end{equation*}
$$

where $\zeta^{\prime}=d P / d P^{*}$ denotes the density of $P$ with respect to $P^{*}$ (cf., [22]). By using the definition (6.6) it is straightforward to calculate that

$$
\begin{equation*}
\rho\left(\mathbb{1}_{A_{x}}\right)=P^{*}\left(A_{x}\right)+2 c P^{*}\left(A_{x}\right)\left(1-P^{*}\left(A_{x}\right)\right) . \tag{6.8}
\end{equation*}
$$

By solving the quadratic inequality $t+2 c t(1-t) \leq \alpha$ for $t=P^{*}\left(A_{x}\right)$, we obtain that $P^{*}\left(A_{x}\right) \leq \varphi(\alpha)$, where

$$
\varphi(\alpha):=\frac{1+2 c-\sqrt{1+4 c(1-2 \alpha)+4 c^{2}}}{4 c}
$$

for $c \in(0,1]$, and $\varphi(\alpha)=\alpha$ if $c=0$. (Note that for $\alpha \in(0,1)$ and $c \in(0,1]$, it always holds that $\varphi(\alpha) \in(0, \alpha)$.) We obtain the following.

The ambiguous chance constrained problem (6.1) with $\mathfrak{P}$ given by (6.7) is equivalent to the chance constrained problem (1.1) with respect to the reference distribution $P^{*}$ and with rescaled reliability parameter $\alpha \leftarrow \alpha^{*}:=\varphi(\alpha)$.

Of course, such explicit reduction of the ambiguous chance constrained problem (6.1) to the regular chance constrained problem (1.1) is possible only for some specific families $\mathfrak{P}$. In the next section we discuss a different approach which can be viewed as a combination of chance constraints and robust approaches.

### 6.1 Mixed uncertainty model

Below we extend Bernstein approximation to the case of a more general chance constrained problem than the affinely perturbed convex one introduced in section 3 .

Consider an uncertain optimization problem where our goal is to minimize a convex objective $f(x)$ over a part cut off a given convex set $X$ by a system of constraints (cf. (1.7))

$$
\begin{equation*}
f_{i 0}(x)+\sum_{j=1}^{d} \zeta_{j} f_{i j}(x) \leq 0, i=1, \ldots, m \tag{6.9}
\end{equation*}
$$

where $\zeta_{j}$ are uncertain coefficients. In contrast to the situation of section 3 , where the coefficients were assumed to be independent random variables with known distributions, now we intend to consider the mixed uncertainty model where "the nature" generates vector $\zeta=\left(\zeta_{1}, \ldots, \zeta_{d}\right)$ of uncertain coefficients in two stages:

- At the first stage, a realization $\bar{\xi}$ of $d$-dimensional random vector $\xi$ is generated;
- At the second stage, a point $\eta$ from a given uncertainty set $\mathcal{U} \subset \mathbb{R}^{d}$ is picked, and $\zeta$ is formed as $\zeta=\bar{\xi}+\eta$.

Note that we do not assume that the distribution $P$ of the random component $\xi$ in $\zeta$ is known exactly. All that we assume is that $P$ belongs to a known family $\mathfrak{P}$ of probability distributions on $\mathbb{R}^{d}$. As about the uncertainty set $\mathcal{U}$, it is assumed to be a known in advance nonempty compact set.

Let us understand what could be a natural definition of a "chance constrained" version of the uncertain problem in question. Let $\bar{x} \in X$ be a fixed candidate solution to the problem. To pass from problem with uncertainty-affected constraints (6.9) to its usual chance constrained version (corresponding to the case when $\mathcal{U}=\{0\}$ and the distribution of $\zeta \equiv \xi$ is known), we proceed as follows.
(a) We treat a realization $\bar{\xi}$ of vector $\xi$ of random perturbations as "compatible" with $\bar{x}$, if $\bar{x}$ satisfies all the constraints (6.9) with the vectors of coefficients $\zeta$ corresponding to $\bar{\xi}$ (in the situation in question, the latter merely means that $\zeta=\bar{\xi})$.
(b) We claim $\bar{x}$ to be feasible for the chance constrained version of our uncertain problem, if the probability mass of realizations $\bar{\xi}$ compatible with $\bar{x}$ is at least $1-\alpha$.

Let us follow the same line of reasoning in our current situation. First of all, we should understand when a particular realization $\bar{\xi}$ of $\xi$ is compatible with a given candidate solution $\bar{x}$. Exactly as above, let us interpret the compatibility as the fact that $\bar{x}$ is feasible for the system of constraints (6.9), whenever $\zeta$ corresponds to $\bar{\xi}$, that is, whenever $\zeta=\bar{\xi}+\eta$ with $\eta \in \mathcal{U}$ (since we assume no random mechanism for picking $\eta$ from $\mathcal{U}$, this worst-case-oriented version of compatibility between $\bar{x}$ and $\bar{\xi}$ seems to be the only meaningful one). With our interpretation of compatibility, it is immediately seen that $\bar{x}$ and $\bar{\xi}$ are compatible if and only if $\bar{x}$ satisfies the system of constraints

$$
\begin{equation*}
\max _{\eta \in \mathcal{U}}\left\{f_{i 0}(x)+\sum_{j=1}^{d}\left(\bar{\xi}_{j}+\eta_{j}\right) f_{i j}(x)\right\} \leq 0, i=1, \ldots, m \tag{6.10}
\end{equation*}
$$

or, which is exactly the same, if and only if $\bar{x}$ is feasible for the system of constraints

$$
\begin{equation*}
\widehat{f}_{i 0}(x)+\sum_{j=1}^{d} \bar{\xi}_{j} f_{i j}(x) \leq 0, i=1, \ldots, m \tag{6.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{f}_{i 0}(x):=f_{i 0}(x)+\max _{\eta \in \mathcal{U}} \sum_{j=1}^{d} \eta_{j} f_{i j}(x) \tag{6.12}
\end{equation*}
$$

Now, if we knew the true distribution $P$ of $\xi$, we, same as in (b), could qualify $\bar{x}$ as a feasible solution of the chance constrained version of our uncertain problem exactly when

$$
\operatorname{Prob}_{P}\left\{\widehat{f_{i 0}}(\bar{x})+\sum_{j=1}^{d} \xi_{j} f_{i j}(\bar{x}) \leq 0, i=1, \ldots, m\right\} \geq 1-\alpha
$$

The only meaningful way to extend the latter step to the case when all our knowledge of $P$ is that $P \in \mathfrak{P}$ is to invoke again the worst-case approach, that is, to require from $\bar{x}$ to satisfy the latter inequality for every $P \in \mathfrak{P}$. We arrive at the following definition of a chance constrained version of uncertain problem with mixed uncertainty:

$$
\begin{equation*}
\operatorname{Min}_{x \in X} f(x) \text { s.t. } \quad \inf _{P \in \mathfrak{P}} \operatorname{Prob}_{P}\left\{\xi: \widehat{f}_{i 0}(x)+\sum_{j=1}^{d} \xi_{j} f_{i j}(x) \leq 0, i=1, \ldots, m\right\} \geq 1-\alpha \tag{6.13}
\end{equation*}
$$

where $\widehat{f}_{i 0}(x)$ is defined by (6.12).
Remark 4 The construction we have presented is a straightforward mixture of two ingredients known from the literature. The first ingredient is "chance constrained optimization with ambiguous chance constraints" (see, e.g., [11]), that is, the chance constrained problem with not known exactly distribution of uncertain parameters, where the probabilities with respect to (unknown) "true" distribution of the uncertain data are replaced with their worst case values at a given set of "potentially true" distributions. The second ingredient is Robust Optimization (see, e.g., [3]); this
is the case with no random component in the uncertain data (formally, $\mathfrak{P}:=\{P\}$ is a singleton, and $P$ is the trivial distribution on $\mathbb{R}^{d}$ - unit mass at the origin). In this case, all probabilities disappear, and (6.13) becomes the problem

$$
\operatorname{Min}_{x \in X} f(x) \text { s.t. } \widehat{f}_{i 0}(x) \leq 0, i=1, \ldots, m
$$

called the Robust Counterpart of the original uncertain problem.

### 6.2 Bernstein approximation of a chance constrained problem with mixed uncertainty model

We are about to build Bernstein approximation of problem (6.13).

Assumptions. From now on, we make the following assumptions about the "data" of (6.13):
B1. Uncertainty set $\mathcal{U}$ is given in advance and is convex, compact, nonempty and "computationally tractable". In our context, the latter means that we can optimize efficiently linear objectives over $\mathcal{U}$ (for example, $\mathcal{U}$ can be a nonempty compact polyhedral set: $\{\eta: \exists u: A \eta+B u+r \leq 0\}$ ).

B2. The family $\mathfrak{P}$ of possible distributions of the random component $\xi$ in $\zeta$ is as follows. Let $D_{j}$, $j=1, \ldots, d$, be nonempty compact subsets of the axis, and $\mathcal{M}$ be a nonempty set of tuples $\left\{P_{j}\right\}_{j=1}^{d}$, where $P_{j}$ are Borel probability measures on $D_{j}$. We assume that

- whenever $\left\{P_{j}\right\}_{j=1}^{d},\left\{P_{j}^{\prime}\right\}_{j=1}^{d}$ are two elements from $\mathcal{M}$, so is $\left\{\lambda P_{j}+(1-\lambda) P_{j}^{\prime}\right\}_{j=1}^{d}, \lambda \in[0,1]$ (convexity), and
- whenever a sequence $\left\{P_{j}^{t}\right\}_{j=1}^{d}, t=1,2, \ldots$ of elements of $\mathcal{M} w^{*}$-converges to $\left\{P_{j}\right\}_{j=1}^{d}$ (meaning that $\int f(s) d P_{j}^{t}(s) \rightarrow \int f(s) d P_{j}(s)$ as $t \rightarrow \infty$ for every $j$ and every continuous on the axis function $f$ with compact support), then $\left\{P_{j}\right\}_{j=1}^{d} \in \mathcal{M}$ ( $w^{*}$-closedness).
We assume that $\mathfrak{P}$ is comprised of all product distributions $P=P_{1} \times \ldots \times P_{d}$ on $\mathbb{R}^{d}$ with the tuple of marginals $\left\{P_{j}\right\}_{j=1}^{d}$ running through a given set $\mathcal{M}$ with the outlined properties.
¿From now on, we equip the set $\mathcal{M}$ underlying, via the outlined construction, the set $\mathfrak{P}$ in question with the $w^{*}$-topology; it is well known that under the above assumptions this topology is yielded by an appropriate metrics on $\mathcal{M}$, and that with this metrics, $\mathcal{M}$ is a compact metric space.

The simplest example of a set $\mathfrak{P}$ of the outlined structure is as follows. Let $D_{j}$ be finite subsets of $\mathbb{R}$, let $\Delta:=\bigcup_{j=1}^{d} D_{j}=\left\{s_{1}, \ldots, s_{K}\right\}$, and let $\mathcal{M}$ be a closed and convex set of matrices $P=\left[p_{k j}\right]_{\substack{1 \leq k \leq K \\ 1 \leq j \leq d}}^{\substack{\text { a }}}$ with nonnegative entries such that $\sum_{k} p_{k j}=1$ for all $j$ and $p_{k j}=0$ whenever $s_{k} \notin D_{j}$. For every $P \in \mathcal{M}, j$-th column $P_{j}$ of $P$ can be naturally identified with a probability distribution on $D_{j}$; the set $\mathfrak{P}$ generated by $\mathcal{M}$ is comprised of all product distributions $P_{1} \times \ldots \times P_{d}$ coming from matrices $P \in \mathcal{M}$.
¿From now on, we denote a generic element of $\mathcal{M}$ by $Q=\left\{Q_{j}\right\}_{j=1}^{d}$.

B3. The objective $f(x)$ and all functions $f_{i j}(x), i=1, \ldots, m, j=0,1, \ldots, d$ are convex and welldefined on $X$. Moreover, let

$$
J=\left\{j: 1 \leq j \leq d, \text { not all functions } f_{i j}, i=1, \ldots, m \text {, are affine }\right\} .
$$

We assume that whenever $j \in J$, the quantities $\xi_{j}$ and $\eta_{j}$ "always are nonnegative", that is, for every $j \in J$

- $j$-th marginal distribution of every $P \in \mathfrak{P}$ is supported on the nonnegative ray, and
- all points $\eta \in \mathcal{U}$ satisfy $\eta_{j} \geq 0$
(cf. assumption A3 in section 3).
Building Bernstein approximation. Let

$$
g(r)=\max _{\eta \in \mathcal{U}} \eta^{T} r,
$$

so that $g(\cdot)$ is a well-defined convex function by B1. Now, let $J$ be the set of those indices $j$, $1 \leq j \leq d$, for which not all of the functions $f_{i j}(x), i=1, \ldots, m$, are affine. By B3, the function $g$ is nondecreasing in every one of the coordinates $r_{j}$ with $j \in J$. From these observations and B1, B3 it follows that the functions $h_{i}(x)$ (and then $\widehat{f}_{i 0}(x)$ ) given by (6.11) are convex and well-defined on $X$.

For $P=P_{1} \times \ldots \times P_{d}$, let $\widehat{P}$ be the tuple $\left\{P_{j}\right\}_{j=1}^{d}$, so that when $P$ runs trough $\mathcal{P}, \widehat{P}$ runs through $\mathcal{M}$.

Let

$$
\begin{align*}
\Phi(z, Q) & :=\log \left(\mathbb{E}_{Q_{1} \times \ldots \times Q_{d}}\left[\exp \left\{z_{0}+\sum_{j=1}^{d} \xi_{j} z_{j}\right\}\right]\right) \\
& =z_{0}+\sum_{j=1}^{d} \log \left(\int \exp \left\{z_{j} s\right\} d Q_{j}(s)\right), Q=\left\{Q_{j}\right\}_{j=1}^{d} \in \mathcal{M},  \tag{6.14}\\
\widehat{\Phi}(z) & :=\max _{Q \in \mathcal{M}} \Phi(z, Q) .
\end{align*}
$$

By B2, $\Phi(z, Q)$ is well-defined and continuous function of $(z, Q) \in \mathbb{R}^{d+1} \times \mathcal{M}$ (recall that $\mathcal{M}$ is equipped with $w^{*}$-topology). From (6.14) it is also evident that $\Phi(z, Q)$ is convex in $z \in \mathbb{R}^{d+1}$ and concave in $Q \in \mathcal{M}$. From these observations and the compactness of $\mathcal{M}$ it follows that $\widehat{\Phi}(z)$ is well defined everywhere and is convex. Finally, from B3 it follows that $\Phi(z, Q)$ (and therefore $\widehat{\Phi}(z)$ ) is nondecreasing in $z_{0}$ and in every $z_{j}$ with $j \in J$.

Now let

$$
\Theta_{Q}(z, t)=t \Phi_{Q}\left(t^{-1} z\right), \widehat{\Theta}(z, t)=t \widehat{\Phi}\left(t^{-1} z\right),
$$

so that $\Theta_{Q}(z, t)$ and $\widehat{\Theta}(z, t)$ are well defined convex functions in the domain $t>0$. Same as in section 3 , for every $\beta \in(0,1)$ and every $z \in \mathbb{R}^{d+1}$ we have

$$
\inf _{t>0}\left[\Theta_{\widehat{P}}(z, t)-t \log \beta\right] \leq 0 \text { implies } \operatorname{Prob}_{P}\left\{z_{0}+\sum_{j=1}^{d} \xi_{j} z_{j}>0\right\} \leq \beta,
$$

and we arrive at the implication:

$$
\begin{array}{lc}
P(\beta): & \left\{\forall Q \in \mathcal{M}: \inf _{t>0}\left[\Theta_{Q}(z, t)-t \log \beta\right] \leq 0\right\} \\
\text { implies that }  \tag{6.15}\\
Q(\beta): & \sup _{P \in \mathfrak{P}} \operatorname{Prob}_{P}\left\{z_{0}+\sum_{j=1}^{d} \xi_{j} z_{j}>0\right\} \leq \beta .
\end{array}
$$

We are about to replace (6.15) with an equivalent and more convenient computationally implication:

$$
\begin{array}{rc}
\widehat{P}(\beta): & \left\{\inf _{t>0}[\widehat{\Theta}(z, t)-t \log \beta] \leq 0\right\} \\
\text { } i m p l i e s ~ t h a t ~ \tag{6.16}
\end{array},
$$

The advantage of (6.16) as compared to (6.15) is that the premise in the latter implication is semiinfinite: to verify its validity, we should check certain condition for every $Q \in \mathcal{M}$. In contrast to this, the premise in (6.16) requires checking validity of a univariate convex inequality, which can be done by bisection, provided that the function $\widehat{\Theta}$ is efficiently computable. The latter condition is equivalent to efficient computability of the function $\widehat{\Phi}(z)$, which indeed is the case when $\mathcal{M}$ is not too complicated (e.g., is finite-dimensional and computationally tractable).

The validity of (6.16) and the equivalence of (6.15) and (6.16) are given by the following lemma.
Lemma 1 Let $0<\beta<1$. Then the following holds:

$$
\begin{equation*}
\widehat{P}(\beta) \text { if and only if } P(\beta) . \tag{6.17}
\end{equation*}
$$

Proof. Implication $\Rightarrow$ in (6.17) is evident, since $\widehat{\Theta}(z, t)=\max _{Q \in \mathcal{M}} \Theta_{Q}(z, t)$. Note that this implication combines with (6.15) to imply the validity of (6.16).

Now let us prove the implication $\Leftarrow$ in (6.17). This is a straightforward consequence of the fact that $\Theta_{Q}(z, t)$ is concave in $Q$ and convex in $t>0$; for the sake of completeness, we present the corresponding standard reasoning.

As we remember, $\Phi(z, Q)$ is continuous and concave in $Q \in \mathcal{M}$; since $\Theta_{Q}(z, t)=t \Phi\left(t^{-1} z, Q\right)$, the function $\Theta_{Q}(z, t)$ is continuous in $(t>0, Q \in \mathcal{M})$ and concave in $Q$; the fact that this function is convex in $t>0$ is already known to us. Now let $P(\beta)$ be valid, and let us prove the validity of $\widehat{P}(\beta)$. Let us fix $z$ and set $\theta(t, Q)=\Theta_{Q}(z, t)-t \log \beta$, and let $\gamma>0$. By $P(\beta)$, for every $Q \in \mathcal{M}$ there exists $t_{Q}>0$ such that $\theta(t, Q)<\gamma$. Since $\theta(t, Q)$ is continuous in $Q \in \mathcal{M}$, there exists a neighborhood (in $\mathcal{M}$ ) $V_{Q}$ of the point $Q$ such that $\theta\left(t_{Q}, Q^{\prime}\right) \leq \gamma \forall Q^{\prime} \in V_{Q}$. Since $\mathcal{M}$ is a compact set, there exist finitely many points $Q^{i} \in \mathcal{M}$ such that the corresponding neighborhoods $V_{Q^{i}}$ cover the entire $\mathcal{M}$. In other words, there exist finitely many positive reals $t_{1}, \ldots, t_{N}$ such that

$$
\begin{equation*}
\min _{1 \leq i \leq N} \theta\left(t_{i}, Q\right) \leq \gamma, \forall Q \in \mathcal{M} . \tag{6.18}
\end{equation*}
$$

Since $\theta$ is concave and continuous in $Q \in \mathcal{M}$ and $\mathcal{M}$ is convex, (6.18) implies that

$$
\begin{equation*}
\exists \lambda^{*} \in \Delta_{N}:=\left\{\lambda \in \mathbb{R}_{+}^{N}: \sum_{i} \lambda_{i}=1\right\}: \sum_{i} \lambda_{i}^{*} \theta\left(t_{i}, Q\right) \leq \gamma, \quad \forall Q \in \mathcal{M} . \tag{6.19}
\end{equation*}
$$

The latter conclusion is a standard fact of Convex Analysis. For the sake of a reader uncomfortable with possible infinite dimension of $\mathcal{M}$, here is a derivation of this fact from the standard von Neumann lemma. For $Q \in \mathcal{M}$, let $\Lambda_{Q}$ be the set of those $\lambda \in \Delta_{N}$ for which $\sum_{i} \lambda_{i} \theta\left(t_{i}, Q\right) \leq \gamma$; the set $\Lambda_{Q}$ clearly is a closed subset of the finite-dimensional compact $\Delta_{N}$. All we need is to prove that all these sets have a point in common (such a point can be taken as $\lambda^{*}$ ), and to this end it suffices to prove that all sets $\Lambda_{Q}$ from a finite family $\Lambda_{Q_{1}}, \ldots, \Lambda_{Q_{M}}, Q_{j} \in \mathcal{M}$, have a point in common. But the latter is readily given by the von Neumann Lemma as applied to the convex hull $Q_{N}$ of the points $Q_{j}, j=1, \ldots, M$ (which is a finite-dimensional convex compact set):

$$
\gamma \geq \max _{Q \in Q_{N}} \min _{\lambda \in \Delta_{N}} \sum_{i=1}^{N} \lambda_{i} \theta\left(t_{i}, Q\right)=\min _{\lambda \in \Delta_{N}} \max _{Q \in Q_{N}} \sum_{i=1}^{N} \lambda_{i} \theta\left(t_{i}, Q\right)
$$

(the inequality is given by (6.18), the equality - by von Neumann Lemma; the required point in $\bigcap_{i} \Lambda_{Q_{i}}$ is $\left.\underset{\lambda \in \Delta_{N}}{\operatorname{argmin}} \max _{Q \in Q_{N}} \sum_{i=1}^{N} \lambda_{i} \theta\left(t_{i}, Q\right)\right)$.

Since $\theta$ is convex in $t>0$, setting $t_{\gamma}=\sum_{i} \lambda_{i}^{*} t_{i}$ we get from (6.19) that $\Theta_{Q}\left(t_{\gamma}, z\right)-t_{\gamma} \log \beta \equiv \theta\left(t_{\gamma}, Q\right) \leq$ $\sum_{i} \lambda_{i}^{*} \theta\left(t_{i}, Q\right) \leq \gamma$ for all $Q \in \mathcal{M}$, whence $\widehat{\Theta}\left(t_{\gamma}, z\right)-t_{\gamma} \log \beta \equiv \max _{Q \in \mathcal{M}} \Theta_{Q}\left(t_{\gamma}, z\right)-t_{\gamma} \log \beta \leq \gamma$. Since $t_{\gamma}$ is positive by construction and $\gamma>0$ is arbitrary, we conclude that $\inf _{t>0}\left[\widehat{\Theta}\left(t_{\gamma}, z\right)-t_{\gamma} \log \beta\right] \leq q 0$, so that $\widehat{P}(\beta)$ is valid.

Putting things together, we arrive at the following result.
Theorem 1 Assume that chance constrained problem (6.13) with mixed uncertainty satisfies Assumptions $\mathrm{B} 1-\mathrm{B} 3$, and let $\alpha_{i}, i=1, \ldots, m$, be positive reals such that $\sum_{i} \alpha_{i} \leq \alpha$. Then the program

$$
\begin{align*}
& \operatorname{Min}_{x \in X} f(x) \text { s.t. } \inf _{t>0}[\underbrace{g_{i}(x, t)}_{\left.\widehat{f}_{i 0}(x)+t \widehat{\Psi}\left(t^{-1} z^{i}[x]\right)-t \log \alpha_{i}\right]} \leq 0, i=1, \ldots, m \\
& z^{i}[x]=\left(f_{i 1}(x), \ldots, f_{i d}(x)\right), \widehat{f}_{i 0}=f_{i 0}(x)+\max _{\eta \in \mathcal{U}} \eta^{T} z^{i}[x]  \tag{6.20}\\
& \widehat{\Psi}(z)=\max _{\left\{Q_{j}\right\}_{j=1}^{d} \in \mathcal{M}} \sum_{j=1}^{d} \log \left(\int \exp \left\{z_{j} s\right\} d Q_{j}(s)\right)
\end{align*}
$$

is a conservative approximation of problem (6.13): every feasible solution to the approximation is feasible for the chance constrained problem. This approximation is a convex program and is efficiently solvable, provided that all $f_{i j}$ and $\widehat{\Psi}$ are efficiently computable, and $\mathcal{U}$ and $X$ are computationally tractable.

Proof. Function $g_{i}(x, t)$ is obtained from the function $\theta_{i}(z, t):=\widehat{\Theta}(z, t)-t \log \alpha_{i}$ by the substitution

$$
(z, t) \leftarrow\left(\left(\widehat{f}_{i 0}(x), f_{i 1}(x), \ldots, f_{i d}(x)\right), t\right)
$$

The outer function $\theta_{i}(z, t)$ is convex and nondecreasing in $z_{0}$ and every $z_{j}$ with $j \in J$ (see remarks following (6.14)). The inner functions $\widehat{f}_{i 0}(x), f_{i j}(x), j \geq 1$, are convex on $X$, and functions $f_{i j}(x)$ with $0<j \notin J$ are affine. It follows that $g_{i}(x, t)$ is convex in $(t>0, x \in X)$, so that (6.20) is indeed
a convex program. Further, if $x$ is feasible for (6.20), then $x \in X$, and for every $i$ the predicate $\widehat{P}\left(\alpha_{i}\right)$ corresponding to $z=\left(\widehat{f}_{i 0}(x), f_{i 1}(x), \ldots, f_{i d}(x)\right)$ is valid, which, by (6.16), implies that

$$
\sup _{P \in \mathcal{P}} \operatorname{Prob}_{P}\left\{\widehat{f}_{i 0}(x)+\sum_{j=1}^{d} \xi_{j} f_{i j}(x)>0\right\} \leq \alpha_{i} .
$$

Since $\sum_{i} \alpha_{i} \leq \alpha, x$ is feasible for (6.13).
Remark 5 Assumption B2 requires, among other things, from all distributions $P \in \mathfrak{P}$ to be supported on a common compact set $D_{1} \times \ldots \times D_{d}$. This requirement can be straightforwardly relaxed to the requirement for all $P \in \mathfrak{P}$ to have "uniformly light tails": there exists a function $\gamma(t), t>0$, such that $\exp \{\alpha t\} \gamma(t) \rightarrow 0$ as $t \rightarrow \infty$ for all $\alpha$, and for every $Q=\left\{Q_{j}\right\} \in \mathcal{M}$, every $j$ and every $t>0$ one has $Q_{j}(\{s:|s| \geq t\}) \leq \gamma(t)$.

Examples. We have seen that the presence of "uncertain but bounded" component $\eta \in \mathcal{U}$ in the vector of uncertain coefficients in (6.9) does not affect the structure of the chance constrained problem (6.13) (to take into account the $\eta$-component of the uncertainty, we should just augment properly the "deterministic parts" $f_{i 0}(x)$ of the constraints). By this reason, in the examples to follow we focus on the case of "purely (ambiguous) stochastic" uncertainty, where $\mathcal{U}=\{0\}$. Besides this, in order not to care of nonnegativity of $\xi_{j}$ associated with non-affine $f_{i j}(\cdot)$, we assume from now on that all functions $f_{i j}, j=1, \ldots, d$, are affine.
Example 1: range information on $\xi_{j}$. Assume that all we know about the distributions of $\xi$ is that $\xi_{j}$ take values in given finite segments (and, as always, that $\xi_{1}, \ldots, \xi_{d}$ are independent). By shifting and scaling $f_{i j}(x)$, we can assume without loss of generality that $\xi_{j}$ are independent and take values in $[-1,1]$. This corresponds to the case where $\mathcal{M}$ is the set of all $d$-element tuples of Borel probability distributions supported on $[-1,1]$. Denoting by $\Pi$ the set of all Borel probability measures on $[-1,1]$, we have

$$
\begin{aligned}
\widehat{\Phi}(z) & =z_{0}+\sum_{j=1}^{d} \max _{P_{j} \in \Pi} \log \left(\int \exp \left\{z_{j} s\right\} d P_{j}(s)\right)=z_{0}+\sum_{j=1}^{d}\left|z_{j}\right|, \\
\widehat{\Theta}(z, t) & =t \widehat{\Phi}\left(t^{-1} z\right)=z_{0}+\sum_{j=1}^{d}\left|z_{j}\right|
\end{aligned}
$$

consequently, approximation (6.20) becomes

$$
\operatorname{Min}_{x \in X} f(x) \text { s.t. } \inf _{t>0}\left[f_{i 0}(x)+\sum_{j=1}^{d}\left|f_{i j}(x)\right|-t \log \alpha_{i}\right] \leq 0, i=1, \ldots, m,
$$

or, which is the same due to $\alpha_{i} \leq 1$,

$$
\begin{equation*}
\operatorname{Min}_{x \in X} f(x) \text { s.t. } f_{i 0}(x)+\sum_{j=1}^{d}\left|f_{i j}(x)\right| \leq 0, i=1, \ldots, m . \tag{6.21}
\end{equation*}
$$

As it could be expected, in the situation in question, Bernstein approximation recovers the Robust Counterpart of the original uncertain problem, which, in the case of uncertain constraints (6.9) and trivial uncertainty set $\mathcal{U}$ is the semi-infinite optimization program:

$$
\begin{equation*}
\operatorname{Min}_{x \in X} f(x) \text { s.t. } f_{i 0}(x)+\sum_{j=1}^{d} \xi_{j} f_{i j}(x) \leq 0, \forall i, \forall \xi \in \bigcup_{P \in \mathfrak{P}} \operatorname{supp}(P) \tag{RC}
\end{equation*}
$$

It is clear that in the extreme case we are considering the approximation is exactly equivalent to the chance constrained problem (6.13). A relatively good news about Bernstein approximation (6.21) is that it in our example it is no more conservative than Robust Counterpart. It is immediately seen that this is a general fact: whenever Bernstein approximation (6.20) is well defined, its feasible set contains the feasible set of (RC).

We see that when all our knowledge on uncertainty is the ranges of $\xi_{j}$ (and the fact that they are independent), both the chance constrained problem (6.13) itself and its Bernstein approximation become the completely worst-case oriented Robust Counterpart. The situation changes dramatically when we add something to the knowledge of ranges, for example, assume that we know the expected values of $\xi_{j}$.
Example 2: ranges and expectations of $\xi_{j}$ are known. Assume that we know that $\xi_{j}$ are independent, take values in known finite segments and have known expectations. Same as in Example 1, we can further assume without loss of generality that $\xi_{j}$ vary in $[-1,1]$ and have known expectations $\mu_{j},\left|\mu_{j}\right| \leq 1$. We are in the situation where $\mathcal{M}$ is the set of all tuples $\left\{Q_{j}\right\}_{j=1}^{d}$ with $Q_{j}$ belonging to the family $\Pi_{\mu_{j}}$ of all Borel probability distributions on $[-1,1]$ with expectation $\mu_{j}, j=1, \ldots, d$, and $\mathfrak{P}$ is the set of all product distributions on $\mathbb{R}^{d}$ with the collection of marginal distributions belonging to $\mathcal{M}$. It is easy to see that when $|\mu| \leq 1$, then

$$
\Lambda_{\mu}(t):=\max _{Q \in \Pi_{\mu}} \log \left(\int \exp \{t s\} d Q(s)\right)=\log (\cosh (t)+\mu \sinh (t))^{2)}
$$

and that $\Lambda_{\mu}(0)=0, \Lambda_{\mu}^{\prime}(0)=\mu$ and $\Lambda_{\mu}^{\prime \prime}(t) \leq 1$ for all $t$, whence

$$
\Lambda_{\mu}(s) \leq \mu s+\frac{s^{2}}{2}, \forall s
$$

We therefore have

$$
\begin{align*}
\widehat{\Phi}(z) & :=\max _{P \in \mathfrak{P}} \log \left(\mathbb{E}_{P}\left\{\exp \left\{z_{0}+\sum_{j=1}^{d} \xi_{j} z_{j}\right\}\right\}\right) \\
& =z_{0}+\sum_{j=1}^{d} \log \left(\cosh \left(z_{j}\right)+\mu_{j} \sinh \left(z_{j}\right)\right) \leq \widetilde{\Phi}(z):=z_{0}+\sum_{j=1}^{d}\left[\mu_{j} z_{j}+\frac{z_{j}^{2}}{2}\right]  \tag{6.22}\\
\widehat{\Theta}(z, t) & :=t \widehat{\Phi}\left(t^{-1} z\right)=z_{0}+\sum_{j=1}^{d} t \log \left(\cosh \left(t^{-1} z_{j}\right)+\mu_{j} \sinh \left(t^{-1} z_{j}\right)\right) \\
& \leq \widetilde{\Theta}(z, t)=z_{0}+\sum_{j=1}^{d} \mu_{j} z_{j}+\frac{1}{2 t} \sum_{j=1}^{d} z_{j}^{2}
\end{align*}
$$

[^2]To proceed, we were supposed to compute the functions

$$
G(z, \beta):=\inf _{t>0}[\widehat{\Theta}(z, t)-t \log \beta]
$$

and to write down Bernstein approximation (6.20) of ambiguous chance constrained problem in question as the convex program

$$
\begin{gather*}
\operatorname{Min}_{x \in X}\left\{f(x): G\left(z^{i}[x], \alpha_{i}\right) \leq 0, i=1, \ldots, m\right\},  \tag{6.23}\\
z^{i}[x]=\left(f_{i 0}(x), f_{i 1}(x), \ldots, f_{i d}(x)\right)^{T}
\end{gather*}
$$

where $\alpha_{i}>0$ are chosen to satisfy $\sum_{i} \alpha_{i} \leq \alpha$. While computing $G(z, \beta)$ and its derivatives in $z_{j}$ numerically (which is all we need in order to solve convex program (6.23) numerically) is easy, a closed form analytic expression for this function seems to be impossible. What we can do analytically, is to bound $G$ from above ${ }^{3)}$, exploiting the simple upper bound on $\widehat{\Theta}$ presented in (6.22). From the concluding inequality in (6.22) it follows that

$$
\begin{align*}
G(z, \beta) & :=\inf _{t>0}[\widehat{\Theta}(z, t)-t \log \beta] \\
& \leq G_{*}(z, \beta):=\inf _{t>0}\left[z_{0}+\sum_{j=1}^{d} \mu_{j} z_{j}+\frac{1}{2 t} \sum_{j=1}^{d} z_{j}^{2}-t \log \beta\right]  \tag{6.24}\\
& =z_{0}+\sum_{j=1}^{d} \mu_{j} z_{j}+\sqrt{2 \log (1 / \beta)}\left(\sum_{j=1}^{d} z_{j}^{2}\right)^{1 / 2} .
\end{align*}
$$

It follows that the convex optimization program

$$
\operatorname{Min}_{x \in X}\left\{\begin{array}{cc}
f_{i 0}(x)+\sum_{j=1}^{d} \mu_{j} f_{i j}(x) \\
f(x): & +\sqrt{2 \log \left(1 / \alpha_{i}\right)}\left(\sum_{j=1}^{d} f_{i j}^{2}(x)\right)^{1 / 2} \leq 0, i=1, \ldots, m
\end{array}\right\} \quad\left[\sum_{i} \alpha_{i} \leq \alpha\right]
$$

is an approximation (more conservative than Bernstein one) of the ambiguous chance constrained problem (6.13), where the independent of each other random perturbations $\xi_{j}$ are known to vary in $[-1,1]$ and possess expected values $\mu_{j}$. As could be expected, we have recovered (a slightly refined version of) the results of [2] mentioned in Introduction (see (1.8)) and Remark 3.

Comparing (6.21) and (6.23) - (6.24), we clearly see how valuable could be the information on expectations of $\xi_{j}$, provided that $\xi_{j}$ are independent (this is the only case we are considering). First of all, from the origin of $G(z, \beta)$ it follows that the left hand sides of constraints in (6.21) are pointwise $\geq$ their counterparts in (6.23), so that (6.23) always is less conservative than (6.21). To see how large could be the corresponding "gap", consider the case when all $\xi_{j}$ have zero means ( $\mu_{j}=0$ for all $j$ ). In this case, $i$-th constraint in (6.21) requires from the vector $h_{i}(x):=\left(f_{i 1}(x), \ldots, f_{i d}(x)\right)^{T}$ to belong to the centered at the origin $\|\cdot\|_{1}$-ball of radius $\rho(x)=-f_{i 0}(x)$, let this ball be called $V_{1}(x)$. $i$-th constraint in (6.23), first, allows for $h_{i}(x)$

[^3]to belong to $V_{1}(x)$ (recall that (6.23) is less conservative than (6.21)) and, second, allows for this vector to belong to the centered at the origin $\|\cdot\|_{2}$-ball $V_{2}(x)$ of the radius $\kappa^{-1} \rho(x)$, where $\kappa=\sqrt{2 \log \left(1 / \alpha_{i}\right)}$ (see (6.24) and take into account that $\left.\mu_{j} \equiv 0\right)$; by convexity, it follows that $i$-th constraint in (6.23) allows for $h_{i}(x)$ to belong to the set $V_{1,2}(x)=\operatorname{Conv}\left\{V_{1}(x) \cup V_{2}(x)\right\} \supset V_{1}(x)$. When $d$ is not small, the set $V_{1,2}(x)$ is not merely larger, it is "much larger" than $V_{1}(x)$, and, consequently, $i$-th constraint in (6.23) is "much less restricting" than its counterpart in (6.21). To get an impression of what "much larger" means, note that the distance from the origin to the boundary of $V_{2}(x)$ along every direction is $\kappa^{-1} \rho(x)$; the distance to the boundary of $V_{1,2}(x)$ can only be larger. At the same time, the distance from the origin to the boundary of $V_{1}(x)$ along a randomly chosen direction is, with probability approaching 1 as $d \rightarrow \infty$, at most $\sqrt{\pi / 2}(1+\delta) d^{-1 / 2}$ for every fixed $\delta>0$. Thus, the ratio of the distances, taken along a randomly chosen direction, from the origin to the boundaries of $V_{1,2}(x)$ and of $V_{1}(x)$ is always $\geq 1$, and with probability approaching 1 as $d \rightarrow \infty$, is at least $\frac{(1-\delta) \sqrt{2 d / \pi}}{\kappa}$ for every $\delta>0$; in this sense $V_{1,2}$ is "at average" nearly $\frac{\sqrt{2 d / \pi}}{\kappa}$ times larger in linear sizes than $V_{1}(x)$. Now, for all practical purposes $\kappa$ is a moderate constant ${ }^{4)}$; thus, we can say that as $d$ grows, approximation (6.23) becomes progressively ("by factor $\sqrt{d}$ ") less conservative than (6.21).

Coming back to our examples, observe that if $\mathcal{M}=\Pi_{1} \times \ldots \times \Pi_{d}$ where $\Pi_{j}$ is a given set in the space of Borel probability distributions on the axis, we have

$$
\widehat{\Phi}(z)=z_{0}+\sum_{j=1}^{d} \max _{Q \in \Pi_{j}} \log \left(\int \exp \left\{z_{j} s\right\} d Q(s)\right)
$$

and therefore computation of $\widehat{\Phi}(z)$ (which is all we need in order to build Bernstein approximation) reduces to computing the functions $\Lambda^{\Pi}(t) \equiv \max _{Q \in \Pi} \log \left(\int \exp \{t s\} d Q(s)\right)$ for $\Pi=\Pi_{1}, \ldots, \Pi_{d}$. In Table 2, we present explicit expressions for $\Lambda^{\Pi}(\cdot)$ for a number of interesting sets $\Pi$. In the table Mean $[Q]$, $\operatorname{Var}[Q]$ stand for the mean $\int s d Q(s)$ and the second moment $\int s^{2} d Q(s)$ of distribution $Q$; to save

[^4]notation, we present the expressions for $\exp \left\{\Lambda^{\Pi}(t)\right\}$ rather than for $\Lambda^{\Pi}$ itself.

| $\Pi$ | $\exp \left\{\Lambda^{\text {II }}(t)\right\}$ |
| :---: | :---: |
| $\{Q: \operatorname{supp}(Q) \subset[-1,1]\}$ | $\exp \{\|t\|\}$ |
| $\left\{Q: \begin{array}{c}\operatorname{supp}(Q) \subset[-1,1] \\ Q \text { is symmetric }\end{array}\right\}$ | $\cosh (t)$ |
| $\left\{Q: \begin{array}{l}\operatorname{supp}(Q) \subset[-1,1], Q \text { is } \\ \text { unimodal w.r.t. } 0^{a}\end{array}\right\}$ | $\frac{\exp \{\|t\|\}-1}{\|t\|}$ |
| $\left\{Q: \begin{array}{l}\operatorname{supp}(Q) \subset[-1,1], Q \text { is unimodal } \\ \text { w.r.t. } 0 \text { and symmetric }\end{array}\right\}$ | $\frac{\sinh (t)}{t}$ |
| $\left\{Q: \begin{array}{l}\operatorname{supp}(Q) \subset[-1,1] \\ \operatorname{Mean}[Q]=\mu\end{array}\right\}$ | $\cosh (t)+\mu \sinh (t)$ |
| $\left\{Q: \begin{array}{l}\operatorname{supp}(Q) \subset[-1,1] \\ \mu_{-} \leq \operatorname{Mean}[Q] \leq \mu_{+}\end{array}\right\}$ | $\cosh (t)+\max \left[\mu_{-} \sinh (t), \mu_{+} \sinh (t)\right]$ |
| $\left\{\begin{array}{ll}  & \operatorname{supp}(Q) \subset[-1,1] \\ Q: & \operatorname{Mean}[Q]=0 \\ & \operatorname{Var}[Q] \leq \sigma^{2} \end{array}\right\}$ | $\frac{\exp \left\{-\|t\| \sigma^{2}\right\}+\sigma^{2} \exp \{\|t\|\}}{1+\sigma^{2}}$ |
| $\left\{Q: \begin{array}{l}\operatorname{supp}(Q) \subset[-1,1], Q \text { is } \\ \text { symmetric, } \operatorname{Var}[Q] \leq \sigma^{2}\end{array}\right\}$ | $\sigma^{2} \cosh (t)+\left(1-\sigma^{2}\right)$ |
|  | $\begin{cases}\frac{(1-\mu)^{2} \exp \left\{t \frac{\mu-\sigma^{2}}{1-2 \mu+\sigma^{2}}\right\}+\left(\sigma^{2}-\mu^{2}\right) \exp \{t\}}{1-2 \mu+\sigma^{2}}, & t \geq 0 \\ \frac{(1+\mu)^{2} \exp \left\{t \frac{\mu+\sigma^{2}}{1+2 \mu+\sigma^{2}}\right\}+\left(\sigma^{2}-\mu^{2}\right) \exp \{-t\}}{1+2 \mu+\sigma^{2}}, & t \leq 0\end{cases}$ |

${ }^{a)} Q$ is unimodal w.r.t. 0 , if $Q$ is the sum of two measures: a mass at 0 and a measure with density $p(s)$ which is nondecreasing when $t \leq 0$ and nonincreasing when $t \geq 0$

Table 2: $\exp \left\{\Lambda^{\bar{\Pi}}(\cdot)\right\}$ for several families $\Pi$ of univariate distributions. the parameters $\mu, \sigma^{2}$ are subject to natural restrictions $|\mu| \leq 1, \sigma^{2} \leq 1, \mu^{2} \leq \sigma^{2}$.

Fig. 1 illustrates the contents of Table 2.
We could proceed in the same fashion, adding more a priori information on the distribution of $\xi$; until this information becomes too complicated for numerical processing, it can be "digested" by Bernstein approximation. Instead of moving in this direction, we prefer to present example of another sort, where the assumptions underlying Theorem 1 are severely violated, but Bernstein approximation scheme still works.
Example 3: parametric uncertainty. Assume that we know a priori that some of $\xi_{j}$ are normal, and the remaining ones are Poisson; however, we do not know exactly the parameters of the distributions. Specifically, let us parameterize normal distribution by its mean and variance (note: variance, not standard deviation!), and Poisson one - by its natural parameter $\lambda$ (so that the probability for the corresponding random variable to attain value $i=0,1, \ldots$ is $\left.\frac{\lambda^{i}}{i!} \exp \{-\lambda\}\right)$. Let us arrange parameters of the $d$ distributions in question in a vector $\omega$, and assume that our a priori knowledge is that $\omega$ belongs to a known in advance convex compact set $\Omega$. We assume also that the latter set is "realizable" in the sense that every point $\omega \in \Omega$ indeed represents a collection of distributions of the outlined type; specifically, the coordinates of $\omega \in \Omega$ which represent variances of normal distributions and the parameters of the Poisson distributions are positive. Note that our a priori knowledge is incompatible with assumption B2: convexity in the space of parameters has small in common with convexity in the space of distributions. For example, when the mean


The plots summarize the results of the following numerical experiment. We choose somehow a $(d+1)$-dimensional vector $z=\left(z_{0}, \ldots, z_{d}\right)^{T}$, normalize it by shifting and scaling to ensure that

$$
\max _{\xi:\|\xi\| \infty \leq 1}\left[z_{0}+\sum_{j=1}^{d} \xi_{j} z_{j}\right]=0, \quad \min _{\xi:\|\xi\| \infty \leq 1}\left[z_{0}+\sum_{j=1}^{d} \xi_{j} z_{j}\right]=-1,
$$

and consider the family of shifts $z^{s}=\left(z_{0}+s, z_{1}, z_{2}, \ldots, z_{d}\right)^{T}$ of the vector. Our goal is to bound from above, via Bernstein bounding scheme, the quantity $p(s)=\max _{P_{j} \in \Pi, 1 \leq j \leq d} \operatorname{Prob}_{P_{1} \times \ldots \times P_{d}}\left\{\chi_{s}(\xi)>0\right\}$, where $\chi_{s}(\xi)=z_{0}+$ $s+\sum_{j=1}^{d} \xi_{j} z_{j}$ and $\Pi$ is a given family of probability distributions on $[-1,1]$. The corresponding Bernstein bound is $\exp \left\{\inf _{t>0}\left[t^{-1}\left(z_{0}+s\right)+\sum_{j=1}^{d} \Lambda^{\Pi}\left(t^{-1} z_{j}\right)\right]\right\}$.
We vary the shift $s$ in $(0,1)$; note that with our normalization of $z, \chi_{s}(\xi)$ is nonpositive on the box $[-1,1]^{d}$ iff $s \leq 0$ and is nonnegative on the box iff $s \geq 1$. The plots display, for several choices of $\Pi$, the Bernstein bound on $p(s)$ as a function of $s \in(0,1)$. The left plot corresponds to $d \equiv \operatorname{dim} \xi=10$, the right plot - to $d=50$. To reduce the size of the plots along the $y$-axis, the bounds were truncated below at the level $10^{-14}$. The families $\Pi$ underlying the bounds are as follows:

| curve |
| :--- |

$$
{ }^{a)} \text { the same bound corresponds to } \Pi=\{Q: \operatorname{supp}(Q) \subset[-1,1], \operatorname{Mean}[Q]=0\}
$$

The bound corresponding to $\Pi=\{Q: \operatorname{supp}(Q) \subset[-1,1]\}$ in the interval $-1<s<1$ is $\equiv 1$. We see how valuable additional information on the distributions of $\xi_{j}$ can be: the right plot says that when all we know about $\xi_{j}$, aside of their independence, is that they are with zero means (or that they are symmetrically distributed), the guaranteed upper bound on the probability for $\chi_{0.3}(\xi)$ to be positive is 0.0437 . When we know in addition that the standard deviations of $\xi_{j}$ are $\leq 0.2$, the bound improves to $2.3 \mathrm{e}-11$ !

Figure 1: Dependence of the Bernstein bound on a priori information.
of a normal distribution with unit variance runs through a given segment, the distribution itself moves along a complicated curve. We, however, can try to use the same approach which led us to Theorem 1. Observe that when $P_{j}$ is the Poisson distribution with parameter $\lambda$, we have

$$
\log \left(\int \exp \{r s\} d P_{j}(s)\right)=\log \left(\sum_{i=0}^{\infty} \frac{\left(\lambda e^{r}\right)^{i}}{i!} \exp \{-\lambda\}\right)=\log \left(\exp \left\{\lambda e^{r}-\lambda\right\}\right)=\lambda \exp \{r\}-\lambda
$$

the resulting function is continuous, convex in $r$, as it always is the case for the logarithmic moment generating function, and is concave in $\lambda$, which is pure luck. We are equally lucky with the normal distribution $P_{j}$ with mean $\mu$ and variance $\nu$ :

$$
\log \left(\int \exp \{r s\} d P_{j}(s)\right)=\log \left(\frac{1}{\sqrt{2 \pi \nu}} \int \exp \left\{r s-\frac{(s-\mu)^{2}}{2 \nu}\right\} d s\right)=r \mu+\frac{r^{2} \nu}{2}
$$

and the result again is continuous, convex in $r$ and concave in $(\mu, \nu)$. It follows that if $P^{\omega}$ is the joint distribution of the sequence of $d$ normal/Poisson independent random variables $\xi_{j}$, the vector of parameters of the marginal distributions being $\omega$, then, for every vector $z \in \mathbb{R}^{d+1}$, the function

$$
\Phi_{\omega}(z)=\log \left(\mathbb{E}_{P \omega}\left[\exp \left\{z_{0}+\sum_{j=1}^{d} \xi_{j} z_{j}\right\}\right]\right)
$$

is given by a simple explicit expression, is continuous in ( $z \in \mathbb{R}^{d+1}, \omega \in \Omega$ ), and is convex in $z$ and concave (in fact even affine) in $\omega$. We now can use the reasoning which led us to Theorem 1 and (6.20) to conclude that the optimization problem

$$
\begin{gathered}
\operatorname{Min}_{x \in X} f(x) \text { s.t. } \inf _{t>0}\left[t \widehat{\Phi}\left(t^{-1} z^{i}[x]\right)-t \log \alpha_{i}\right] \leq 0, i=1, \ldots, m \\
\widehat{\Phi}(z)=\max _{\omega \in \Omega} \Phi_{\omega}(z), z^{i}[x]=\left(f_{i 0}(x), f_{i 1}(x), \ldots, f_{i d}(x)\right)
\end{gathered}
$$

is an approximation of the ambiguous chance constrained problem under consideration, provided that $\alpha_{i} \in(0,1)$ are such that $\sum_{i} \alpha_{i} \leq \alpha$. This approximation is convex, provided that all functions $f_{i j}$ are convex and well defined on $X$ and the functions $f_{i j}$ with $j$ 's corresponding to normally distributed components in $\xi$ are affine. Finally, our approximation is computationally tractable, provided that $\widehat{\Phi}(\cdot)$ is efficiently computable (which indeed is the case when $\Omega$ is computationally tractable).
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[^1]:    ${ }^{1)}$ We have used the well-known fact that if $f(x)$ is convex, so is the function $g(x, t)=t f\left(t^{-1} x\right), t>0$. Indeed, given $x^{\prime}, x^{\prime \prime}, \lambda \in(0,1)$ and $t^{\prime}, t^{\prime \prime}>0$ and setting $t=\lambda t^{\prime}+(1-\lambda) t^{\prime \prime}, x=\lambda x^{\prime}+(1-\lambda) x^{\prime \prime}$, we have

    $$
    \begin{aligned}
    \lambda t^{\prime} f\left(x^{\prime} / t^{\prime}\right)+(1-\lambda) t^{\prime \prime} f\left(x^{\prime \prime} / t^{\prime \prime}\right) & =t\left[\frac{\lambda t^{\prime}}{t} f\left(x^{\prime} / t^{\prime}\right)+\frac{(1-\lambda) t^{\prime \prime}}{t} f\left(x^{\prime \prime} / t^{\prime \prime}\right)\right] \\
    & \geq t f\left(\frac{t^{\prime} \lambda}{t} \frac{x^{\prime}}{t^{\prime}}+\frac{(1-\lambda) t^{\prime \prime}}{t} \frac{x^{\prime \prime}}{t^{\prime \prime}}\right)=t f(x / t) .
    \end{aligned}
    $$

[^2]:    ${ }^{2)}$ Here is the verification: let $\lambda=\sinh (t)$ and $g(s)=\exp \{t s\}-\lambda s$. This function is convex and therefore takes its maximum on $[-1,1]$ at an endpoint; it is immediately seen that this maximum is $g(1)=g(-1)=\cosh (t)$. It follows that when $Q \in \Pi_{\mu}$, one has $\int \exp \{t s\} d Q(s)=\int g(s) d Q(s)+\lambda \mu=\cosh (t)+\mu \sinh (t)$. The resulting upper bound on $\int \exp \{t s\} d Q(s)$ is achieved when $Q$ is two-point distribution with mass $\frac{1+\mu}{2}$ at 1 and mass $\frac{1-\mu}{2}$ at -1 .

[^3]:    ${ }^{3)}$ It should be stressed that this bounding is completely irrelevant as far as numerical processing of (6.23) is concerned; the only purpose of the exercise to follow is to link our approach with some previously known constructions.

[^4]:    ${ }^{4)}$ With $\alpha_{i}=\alpha / m$, even risk as small as $\alpha=1 . \mathrm{e}-12$ and the number of constraints as large as $m=10,000,000$ result in $\kappa \leq 9.4$.

